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1
Introduction

Institutions, and society at large, are eager to unlock the knowledge
hidden in data. However, it has become apparent that in most sce-
narios it is simply impossible for an individual party to gather suffi-
cient data on their own[93, 198, 79, 176]. For example, in rare disease
research even large hospitals will struggle to collect enough data to
perform a solid analysis. This has led to a growing realization that
data needs to be shared between parties for the benefit of all involved.
However, sharing data is not straightforward. There are both practical
and legal concerns that will need to be addressed before data can be
shared in a safe manner[14].

The first major concern is that the data may contain sensitive infor-
mation regarding the data subjects[14]. This information could po-
tentially be used to harm the data subjects. Legal frameworks have
been devised to protect the privacy of data subjects and prevent them
from being harmed: limiting what data can be shared, how it can be
shared[59, 23], and with whom it can be shared. These legal frame-
works are focused on protecting the privacy, and general interests, of
the individual data subjects.
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Chapter 1. Introduction

The second major concern is that the data may contain information that
is of vital importance to the data holder[204]. For example, because it
may contain company secrets, data may hold a competitive edge, or
data may be viewed as an asset due to the effort and cost involved in
collecting the data. Consequently data holders will be hesitant to share
their data out of fear of losing (competitive) edge. While a suitable
reward might convince some data holders to reveal their data[203],
there remain datasets which are so valuable that the data holder does
not wish to share them regardless of the reward offered. This further
limits what can practically be shared.

The third major concern is how difficult data sharing is in practice[93,
198, 79, 176]. It often involves a lot of work as the necessary infras-
tructure for sharing needs to be created. In order to link two or more
datasets, datasets need to be aligned to ensure there are no misunder-
standings. Finally, a legal framework needs to be created for the entire
project. This is time-intensive and expensive.

These challenges together lead to the rise of the field of federated learn-
ing (FL). It has seen many developments the last few years in order
to tackle these issues[93, 198, 79, 176]. Within this thesis, we present
several novel research works, which we believe will move the field
further.

1.1 Background

In this section we will briefly introduce the relevant technical topics.

1.1.1 Machine learning

The driving motivation behind the wish to share data is the desire to
perform statistical analysis on this data for various purposes[65, 97].
Especially the wish to use machine learning to develop models is a
major driving factor.
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Machine learning is the process of performing statistical analysis on
a set of data in order to create a model[90]. This model can then be
queried to make predictions, or classify, future samples. For example,
a model may be trained on a set of pictures to learn to recognize images
of dogs. Once this training phase has been completed the model will
then be able to identify if an unknown image contains a dog.

These machine learning algorithms rely on having access to sufficient
data to work correctly[109]. If the dataset is too small the resulting
model may simply be unusable. Alternatively, the model may work on
the sub-population present in the training data. but may not generalize
to the general population at large.

The work within this thesis is focused on solving the various technical
problems involved with applying machine learning algorithms on a
shared dataset that is split across various parties. In other words, the
solutions presented in this thesis are adaptation of existing machine
learning algorithms for federated learning.

1.1.2 Bayesian networks

Bayesian networks are a popular type of machine learning model[29,
137, 186, 27, 117]. Their popularity stems from their ability to in-
corporate expert knowledge as well as the relative ease with which
domain experts without a mathematical background can understand
them. Additionally, Bayesian networks have the ability to work with
incomplete records.

This makes Bayesian networks a good fit for the project this thesis is a
part of. Within this project a model will be built for use within clinical
care practice. The medical world already has a rich body of expert
knowledge which can be utilized within our models. Additionally,
clinicians need to be able to understand, and explain, why a model
acts the way it does. This means that using a model that is easy to
understand is beneficial. Lastly, medical data is often of limited quality
and incomplete. Furthermore, as a major motivation behind the project
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Chapter 1. Introduction

is to enable data sharing between parties, we wish to make the barrier
to entry to sharing data as low as possible. Utilizing a model that can
deal with lower quality data supports this.

1.1.3 Ensemble learning

A specific machine learning topic of interest within this thesis is the
field of ensemble learning[131, 151]. Ensemble learning is a sub-field
within machine learning. In this field one utilizes multiple, different,
models at the same time, which work together to jointly produce a new
classification. An illustration of this process can be found in figure 1.1
The intuition behind the use of an ensemble is that while each individ-
ual model will make mistakes, on average the combination of models
will be correct more often than any given individual model thanks to
their diversity[98]. Hence, by combining the prediction of each indi-
vidual model one gets a more accurate final prediction. Furthermore,
it is possible to create specialized models within the ensemble which
become experts in specific sub-tasks. The opinion of such a specialized
expert model can then be given more weight when appropriate.

With respect to the data sharing problem explored in this thesis the en-
semble learning approach has a number of possible advantages. The
first advantage is that it reduces the need for active data-sharing as
the individual models for the ensemble may be trained locally at each
party. This significantly reduces the privacy concerns. Additionally, an
ensemble based approach could be beneficial in scenarios when there
are large imbalances between parties in the data sharing project. For
example, imagine a scenario in which two hospitals want to build a
joint model, one hospital has 100 records, the other hospital 10000. In
this case the model is liable to overfit on the larger dataset, largely
ignoring the input from the smaller hospital. However, this smaller
hospital may represent a very different, but important, subpopulation
which can not just be ignored. For example, the smaller hospital rep-
resents rural patients while the bigger hospital represents urban pa-
tients, two groups which may have very different needs. An ensemble

4



Figure 1.1: An illustration of an ensemble learning setup.

based approach could help ensure the smaller group is not ignored.
Lastly, most models rely on the assumption that the data is identically
and independently, distributed (IID). Ensembles do not rely on this as-
sumption and have the ability to handle non-IID data[33]. As there is
no guarantee the data will split in an IID manner across the different
parties this may be a significant advantage.

We will explore this potential in this thesis.
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1.1.4 Federated learning

Federated learning is a field that recently has seen a lot of develop-
ment[93, 198, 79, 176]. Within federated learning a central model is
trained between several parties without any party sharing its local data
with any other party. This training process can roughly be described
as follows:

1. Create a global model

2. Share the global model with each party

3. Each local party creates a local update to this model

4. The local updates are aggregated and incorporated into an up-
dated global model

5. Repeat until convergence

The precise mechanics of sharing and incorporating updates into the
global model will depend on the type of model that is being trained,
as well as on the privacy concerns at play within any given project. An
illustration of a federated learning setup can be found in figure 1.2

Federated learning is motivated by the idea that a given model, or any
other results from a ”high level” analysis, can be considered less pri-
vacy invasive than data belonging to an individual record. The in-
tuition being that ”high level” data, such as a model, an average, or
another statistical analysis, aggregates the information present in mul-
tiple records. This aggregation obfuscates the sensitive information
present in individual records. Additionally, reversing this aggregated
result to deduce the contribution of any individual record is difficult,
thus contributing to the privacy of the individual records.

At a high level this approach can indeed be considered very effective.
However, it is important to note that simply because the individual
records have now been aggregated it will not always protect privacy.
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Figure 1.2: An illustration of a federated learning setup.

The aggregated result could still contain artifacts that reveal informa-
tion about individual records which an attacker could use to break pri-
vacy. This can occur when too few records are aggregated, when sig-
nificant outliers are present in the dataset, or when too many repeat
queries are allowed.

Additionally, more specific attacks, such as model inversion
attacks[198], gradient leakage[188, 203, 191], as well as attacks in
which an attacker has access to external or meta information, should
still be considered.

1.1.5 Horizontally and vertically partitioned data

Within federated learning data can be split across parties in two ways.
The first is a so called horizontal split in the data, the second is a so
called vertical split. Data is said to be horizontally split when the dif-
ferent parties involved collect the same attributes regarding a differ-
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Figure 1.3: An illustration of a horizontally and vertically split data scenarios.

ent population, e.g. two hospitals working together to build a model
to treat heart failure. It is said to be vertically split when the differ-
ent parties collect different attributes regarding the same individuals.
For example, a hospital and an insurance company working together.
These splits are illustrated in figure 1.3.

1.1.6 Secure multiparty computation and secret sharing

When it is necessary to jointly calculate a shared statistic when a verti-
cal split is present in the data, for example when calculating the aver-
age income within the dataset (information available at party 1) given
the presence of diabetes (information available at party 2), it is nec-
essary to utilize techniques developed within the field of secure multi-
party computations (SMPC)[202]. SMPC is a sub-field of cryptography
in which protocols are developed to perform joint calculations when
no data may be shared. Crucially, a valid SMPC protocol can only be
solved by the cooperation of all parties. The protocols cannot be solved
using the information available to a single party.

One of the possible ways to achieve this is by utilizing a technique
called secret sharing. Secret sharing relies on a secret key, which is split
into shares that are distributed across the various parties involved in

8



Figure 1.4: An illustration of a basic secret sharing scheme.

the calculation. These secret shares are then utilized to obfuscate the
real data during the calculation process. When the whole protocol has
finished the final output will reveal the desired result, as if the secret
shares were never there, without having revealed any of the inputs.

An example can be found in figure 1.4. The example given here re-
quires a trusted third party to generate the original secret and exe-
cutes a fairly straightforward calculation. There are also secret sharing
schemes that do not require a trusted third party. Additionally, it is
important to note that the more complicated the desired calculation,
the more complex the individual secret shares and the required math-
ematics will become.

SMPC provides a large number of techniques to perform various cal-
culations in a secure way which have been mathematically proven to
ensure secrecy. However, it is important to note that this secrecy is
only guaranteed so long as specific assumptions hold. We have al-
ready alluded to some of these assumptions. A technique may require
a trusted third party, it may assume that a user cannot execute repeat
queries, it may assume attackers do not have access to specific meta-
information, as well as many other assumptions. What may be con-
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sidered a safe technique in one particular project scenario may not be
in another. Additionally, it is important to note that SMPC solutions
introduce significant computational overhead. Due to this overhead
SMPC is not always a practical solution.

1.1.7 Privacy

The work in this thesis revolves around data belonging to different
parties with which they wish to perform a joint analysis without re-
vealing data. The wish to keep their data hidden has different mo-
tivations. There may be economic, legal, moral, as well as personal
motivations depending on the priorities of the parties involved. This
naturally brings us to the topic of privacy.

Providing a singular simple definition of privacy is difficult.
Researchers with a technical background often focus on the technical
questions that need to be solved. Mathematicians may attempt to
create a mathematical equation to measure privacy, lawyers may try
to carefully define which concepts can be considered private and
protect those by law.

These approaches often result in definitions of privacy that are focused
on secrecy. While secrecy is relevant, it is important to note that pri-
vacy is strongly context dependent. Throughout this thesis we attempt
to accentuate this by highlighting in what contexts our technical solu-
tions can be considered appropriate. A deeper discussion on privacy
is included in chapter 7.

1.2 Challenges

While great strides have been made in federated learning the solutions
are not yet perfect. There are a number of pressing issues that still need
to be solved.

10



1.2.1 The historic focus on horizontally split data

The field of federated learning has historically focused on so called
horizontally split data. There are a number of reasons for this historic
focus. Firstly, the institutions who have led research in this area largely
operate in horizontally split environments. Secondly, the horizontally
split scenario is simpler to deal with. Simply averaging the results
from the different sites can already provide reasonable results in such
a scenario. However, in a vertically split scenario this is not possible
as there is no way to establish correlations between the different at-
tributes owned by different parties without first linking the records.

Due to this historic focus solutions for the vertical scenario are rare,
and often underdeveloped. For example, they may be limited to a sim-
ple 2 party scenario, but cannot easily be generalized to a scenario with
more parties.

This thesis is a part of a larger project (CARRIER, discussed below)
in which a vertically split scenario is used and as such this will be a
significant focus of the thesis. We will present new solutions, as well
as improvements on existing solutions.

1.2.2 The cost of privacy

While federated learning algorithms provide certain privacy guaran-
tees it is important to note these guarantees come at a cost when com-
pared to the classical approach of running an algorithm locally.

The first, and most basic problem, is that the various parties involved
will need to be convinced FL is an appropriate solution. This involves
jumping through various bureaucratic hoops to convince lawyers, IT
departments, and managers. Unfortunately this bureaucratic process
can take a tremendous amount of time and effort, even if the technical
solution is ready to be deployed.

Once everyone has been convinced a second bureaucratic problem
arises. The necessary infrastructure needs to be created on which the

11
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technical solution can be deployed. This means that each party needs
to configure their own servers. Additionally, secure communication
between these servers needs to be established. Lastly, the various
parties must align their data; for example, they must ensure they are
using the same vocabulary.

These bureaucratic problems can add considerable overhead to a
project. While no chapter in this thesis is fully dedicated to these
problems, it will be touched upon when discussing the strengths and
weaknesses of the proposed methods. A more in depth discussion
follows in chapter 7.

Aside from these bureaucratic problems there are also two technical
problems that need to be solved. First is the additional computational
overhead incurred by the need to communicate, as well as the over-
head introduced by the privacy preserving mechanisms. Each round
of communication is an extra step compared to running the algorithm
fully locally. Obfuscating the data introduces additional overhead.
Lastly, SMPC techniques result in more computationally complex al-
gorithms. An example of this increased complexity compared to the
original local algorithm can be found in chapter 2. It is important to
note that this overhead is not just limited to the time complexity, but
the space complexity is affected as well. This means that any FL algo-
rithm has significant overhead compared to their classical counterpart.
Throughout the thesis we discuss the computational overhead of each
of our proposed algorithms.

Lastly, a FL algorithm may suffer from reduced accuracy when com-
pared to its classical, fully local, counterpart. This can be due to noise
introduced by the privacy preserving mechanism, for example when
using ϵ-differential privacy[55, 56]. Additionally, the space complex-
ity overhead introduced by the privacy preserving techniques may re-
quire that less precise data is used. For example, the overhead may
force the user to round the data to a smaller number of decimals, or re-
quire images of a lower resolution. We discuss the potential limitations

12



with respect to model accuracy of our proposed solutions in chapters
2,3,5, and 6.

1.2.3 What are we truly protecting?

Most scientific research is conducted by large institutions. These in-
stitutions can be both private and public in nature and have varying
goals. Their choices of which projects to perform shapes the field.
Their priorities determine the type of problem that will receive atten-
tion; for example, a large commercial institution which wants to pro-
cess large volumes of data is likely to perform research that creates new
privacy preserving tools as that can help them achieve their goals by
allowing them to fulfil the necessary legal requirements. However, this
same institution is unlikely to embark on ethical and philosophical re-
search into the concept of privacy, as this is does not directly align with
their goals and may even risk exposing some uncomfortable issues for
the institute.

This influence does not need to be malicious, or even the result of
a conscious effort, but the influence of large institutions can be felt
throughout all research done on privacy. While we touch upon this
in the technical chapters when we discuss the limitations of the var-
ious proposed solutions, we will discuss this phenomena in detail in
chapter 7.

1.3 The CARRIER project
This thesis is a part of the Coronary ARtery disease: Risk estimations
and Interventions for prevention and EaRly detection (CARRIER)
project[153]. This project is funded by the Netherlands Scientific
Organization under project number 628.011.212.

The ultimate goal of the CARRIER project is to detect risk of cardio-
vascular disease (CVD) at an early stage in patients. Once detected,
patients will receive a personalized intervention, taking into account

13
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their own preferences and abilities, to reduce their risk factors. One of
the novel aspects of the CARRIER project is that the screening model
will utilize a combination of medical and socio-economic data. This
data is captured by different organizations such as general practition-
ers, the hospitals, and Statistics Netherlands (CBS). We have chosen to
deal with this data split by applying federated learning.

This thesis is a part of work package 2 within the CARRIER project.
Within this work package, we will create the technical solutions
needed to train this screening model in a federated setting. This
screening model will then be incorporated into an application to assist
with the early detection of patients at risk of CVD. The intended
output of this thesis is as follows:

• Develop new, or improve and implement existing, technical so-
lutions to be able to train the models of interests in a vertically
partitioned federated learning setting.

• Use these technical solutions to produce a screening model based
on the data from GPs, hospitals, and CBS.

• Produce a report of the best practices learned throughout the
project so that lessons learned may be brought over to future
projects within Statistics Netherlands.

1.4 Thesis structure

This thesis can be divided into three parts. The first few chapters de-
scribe various privacy preserving algorithms that can be used in a ver-
tically partitioned scenario. The algorithms are presented in the order
they build upon each other. The second part consists of chapter 7, in
which we discuss how our views of privacy are shaped by big institu-
tions. The final part consists of chapters 8 and 8.4 in which we discuss
our findings and present the impact of the research done within this
thesis.

14



In chapter 2 we introduce the privacy preserving n-party scalar prod-
uct protocol. This is an extension to a 2-party scalar product protocol.
As alluded to earlier, much research is focused on relatively simple
scenarios with few parties but these approaches do not generalize well
to more complex research questions and settings. This extension is a
generalization that allows the privacy preserving scalar product pro-
tocol to be used in scenarios where multiple parties are involved. The
privacy preserving scalar product protocol allows us to answer ques-
tions such as ”how many individuals in the dataset have age ≥ 50 and
weight < 75” in a privacy preserving manner, even when the attributes
age and weight are known at different parties. This allows us to use it
as a crucial building block within more complex analysis.

With this crucial building block in place we move on to chapter 3. Us-
ing the scalar product protocol and synthetic data we build a Bayesian
Network in a vertical scenario. This is a commonly used machine
learning model, popular because of its explainability, the ease with
which it can be understood even without needing a technical back-
ground, and its ability to incorporate established expert knowledge.

In chapter 4, we present a literature review in which we explore the
idea of using Ensemble Learning in a federated setting. Ensemble
learning has a number of advantages which make it a natural fit for
a federated setting. However, as it turned out, this is currently an un-
derutilized technique.

Having established that ensemble learning is underutilized, we create
our own ensembles of Bayesian networks in chapter 5 using the Vert-
iBayes algorithm introduced in chapter 3. Our experiments indicate
that there is indeed considerable promise in this method.

Finally, we end the section on algorithms with chapter 6, in which we
describe the Verticox+ algorithm. This is an extension to the existing
Verticox algorithm which improves the privacy guarantees provided
by solving a flaw within the original algorithm which makes it im-
practical in a real production setting.

15



Chapter 1. Introduction

The second part of the thesis consist of chapter 7. In this chapter, we
discuss how big institutions, both commercial and public, get to define
what privacy is, and the limitations and flaws this introduces within
federated learning. We also suggest a number of improvements, which
we hope will help improve matters significantly.

Finally, we discuss our findings in chapter 8 and present the impact of
our research in chapter 8.4.

16



2
Privacy Preserving n-Party Scalar

Product Protocol

Adapted from: Florian van Daalen et al. “Privacy Preserving n-
Party Scalar Product Protocol”. In: IEEE Transactions on Parallel and
Distributed Systems 34.4 (Apr. 2023), pp. 1060–1066. DOI: 10.1109/
TPDS.2023.3238768.
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Chapter 2. Privacy Preserving n-Party Scalar Product Protocol

Abstract
Privacy-preserving machine learning enables the training of models
on decentralized datasets without the need to reveal the information,
both on horizontally and vertically partitioned data. However, it re-
quires specialized techniques and algorithms to perform the neces-
sary computations. The privacy preserving scalar product protocol,
which enables the dot product of vectors without revealing them, is
one popular example for its versatility. For example it can be used to
perform analyses that require counting the number of samples which
fulfil certain criteria defined across various sites, such as calculating
the information gain at a node in a decision tree. Unfortunately, the
solutions currently proposed in the literature focus on two-party sce-
narios, even though scenarios with a higher number of data parties are
becoming more relevant. In this paper, we propose a generalization of
the protocol for an arbitrary number of parties, based on an existing
two-party method. Our proposed solution relies on a recursive resolu-
tion of smaller scalar products. After describing our proposed method,
we discuss potential scalability issues. Finally, we describe the privacy
guarantees and identify any concerns, as well as comparing the pro-
posed method to the original solution in this aspect. Additionally we
provide an online repository containing the code.
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2.1 Introduction

Federated learning is a field that has recently grown in prominence
due to increasing awareness of data privacy issues and data owner-
ship as well as the rising need to combine data originating from differ-
ent sources[102]. It is a thriving research field that promises to make it
possible to apply machine learning algorithms (or any other data anal-
ysis) on multiple decentralized datasets in a collaborative manner[93].
This applies to both horizontally and vertically split data. Horizontally
partitioned data describes the situation where different organizations
collect the same information from different individuals (e.g. the same
clinical data collected in multiple hospitals). Vertically partitioned data
occurs when different organizations collect different information about
the same individuals (e.g. insurance claims and hospital records).

In order to apply machine learning algorithms on decentralized data,
various techniques have been proposed to run the necessary analyses
in a privacy-preserving manner. The techniques for vertically parti-
tioned data are generally referred to with the umbrella term of secure
multiparty computation (SMPC)[202]. SMPC is a research field that fo-
cuses on developing methods to calculate functions on decentralized
data without revealing the data to other parties.

Examples of the various proposed techniques are machine learning al-
gorithms to train Bayesian networks[26], neural networks[51], or ran-
dom forests[108]. These algorithms may rely on techniques such as se-
cret sharing[17] and homomorphic encryption[135]. Both secret shar-
ing and homomorphic encryption work at their core by transforming
the original values α and β, owned by different parties, into trans-
formed values γ and δ such that f(α, β) = g(γ, δ), thus making it pos-
sible to calculate the result of function f(α, β) by calculating a different

The views expressed in this paper are those of the authors and do not necessarily reflect the
policy of Statistics Netherlands.
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function g(γ, δ) without ever needing to reveal α or β. In the case of ho-
momorphic encryption, this is achieved by using encryption schemes
that are ‘homomorphic’ with respect to specific functions, allowing the
user to calculate these functions using encrypted data[135]. In the case
of secret sharing, the core concept relies on obfuscating the raw data
with a secret share (e.g., a random number), and then applying calcu-
lations to the obfuscated data in such a way that the secret shares will
cancel out in the end[17].

Other techniques focus on specific calculations that can be used as
building blocks for machine learning algorithms, such as the scalar
product (or dot product) of vectors. The scalar product is an integral
part of various machine learning algorithms, such as neural network
training[194]. Therefore, secure scalar product protocols have been
widely studied in federated learning[50]. In addition, it can be used
in combination with clever data representations to calculate various
statistical measures in a privacy preserving manner, such as the infor-
mation gain of an attribute, as well as to classify an individual using
a decision tree in a federated setting[50]. More generally speaking the
scalar product protocol can be employed to determine the size of a sub-
set of the population that fulfils a set of criteria in a privacy preserving
manner, even if the relevant attributes are spread across multiple data
owners.

Because of its importance, multiple scalar product variants have been
proposed. Du and Atallah proposed several methods for the scalar
product[48, 13]. Du et al. also proposed a similar method for se-
cure matrix multiplication to be used in multivariate statistical anal-
ysis[49]. Vaidya and Clifton[177] proposed a new method to allevi-
ate the scalability issues of existing methods and used this method
to determine globally valid association rules. Du and Zhan[50] pro-
posed yet another alternative, with better time complexity than the
method proposed by Vaidya and Clifton[177], and better communica-
tion cost than the methods proposed by Du and Atallah[48, 13]. Du
and Zhan[50] then used it to train a decision tree in a federated set-
ting. Goethals et al.[72] discovered certain privacy flaws in some of
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the earlier mentioned protocols, and suggested an alternative with im-
proved privacy guarantees. Shmueli and Tassa utilize a scalar product
protocol to solve a problem with n parties[163], however, it should be
noted that they solely use the scalar product protocol to solve multiple
independent 2-party sub-problems.

However, all these solutions focus on two party scenarios where the
scalar product is concerned. Translating them to scenarios involving
more than two parties is not straightforward, if at all possible. This
is a significant drawback since in practice often three, or even more
parties, can be involved.

In this study, we look at the method proposed by[50] and determine
if, and how, it can be scaled to an arbitrary number of parties. This
has applications for the various calculations which can (partially) be
transformed into a scalar product problem mentioned before, such as
calculating information gain or anything else that can be represented
as a set-inclusion problem.

2.2 Method

In this section, we first introduce the notation used, then we describe
the original solution proposed[50]. We will then try to naı̈vely trans-
late the original solution to an n-party situation. This naı̈ve transla-
tion will result in several left-over terms in the equations which need
to be solved. We will then discuss how these left-over terms can be
solved. We will illustrate the steps in this translation with a three-
party scenario. Finally, we will give a formal definition for the n-party
scenario.

In this paper, we use lowercase letters to denote scalars (e.g., ‘s’), up-
percase for vectors (e.g., V ) and uppercase with a bold face for matrices
(e.g., ‘M’).
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2.2.1 Original protocol

The original protocol[50] works as follows. Alice and Bob have differ-
ent features on the same individuals and want to calculate the scalar
product of their private vectors A and B, both of size m where m is
semi-honest commodity server we have named Merlin. The protocol
consists of the following steps.

1. Merlin generates two random vectors Ra, Rb of size m and two
scalars ra and rb such that ra + rb = Ra ·Rb, where either ra or rb
is randomly generated. Merlin then sends {Ra, ra} to Alice and
{Rb, rb} to Bob.

2. Alice sends Â = A + Ra to Bob, and Bob sends B̂ = B + Rb to
Alice.

3. Bob generates a random number v2 and computes u = Â · B +
rb − v2, then sends the result to Alice.

4. Alice computes u− (Ra · B̂)+ ra = A ·B− v2 = v1 and sends the
result to Bob.

5. Bob then calculates the final result v1 + v2 = A ·B.

It should be noted that this protocol utilizes a secret sharing approach.
Because of this, the extended n-party protocol will utilize the same
secret sharing approach.

2.2.2 Naı̈ve translation to a three-party scenario

For our three-party scenario we now have Alice, Bob and Claire who
want to calculate the scalar product of their three vectors A, B, and
C of size m as well as Merlin who will aid them in the calculation by
fulfiling the role of commodity server. The first problem we encounter
here is that A · B · C does not result in a scalar, it results in another
vector. This means it is impossible to simply chain the scalar product
protocol. Hence, we must first translate our scalar product problem
into a different form so it can be solved for multiple parties.
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To do this we create three diagonal matrices, matrices where only the
diagonal has non-zero values, A, B, and C of size m × m, using the
original vectors to fill the diagonals. This allows us to calculate A·B·C,
the result of which is a matrix. To turn this back into a scalar we de-
fine a function φ which allows us to calculate the sum of the diagonal
of a matrix. This means we have translated our 2-party scalar prod-
uct problem into a 3-party matrix product problem where we calculate
φ(A · B · C). This naı̈ve translation has a similar form as the matrix
multiplication method proposed by Du et al.[49] mentioned earlier in
this article, however, it includes more than two parties and all of our
matrices are diagonal matrices.

It should be noted that this matrix multiplication method cannot sim-
ply be used to replace the scalar product protocol, as this would re-
sult in individual level data being shared across parties. For example,
when using the scalar product protocol to build a decision tree[50], we
have diagonal matrices, and the diagonal only contains 0 and 1 values.
It would be trivial to deduce which positions only contained a value of
1 at all parties based on the final result using the matrix multiplication
approach, which would be a major breach of privacy, as this would
allow one to know which individuals were selected.

Having successfully translated our problem into a form where we can
work with three parties, we will now attempt to naively translate the
protocol. First, it should be noted that Merlin should generate random
diagonal matrices instead of vectors. Second, he needs to generate an
extra matrix Rc and scalar rc to send to Claire. Third, we need to in-
troduce an extra step into our protocol for Claire that is equivalent to
step 4 in the two-party protocol. And last, wherever vectors owned by
Alice and Bob are multiplied we must now multiply matrices owned
by Alice, Bob and Claire. It should also be noted that whenever we
are now multiplying matrices, we need to apply the φ function to turn
the resulting matrix into a scalar. Consequently, our naively adapted
protocol will look as follows:

1. Merlin generates three random diagonal matrices Ra, Rb, Rc
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and two random scalars ra, rb. It then calculates a third scalar
rc such that ra + rb + rc = φ(Ra · Rb · Rc). Merlin then sends
{Ra, ra} to Alice, {Rb, rb} to Bob and {Rc, rc} to Claire.

2. Alice calculates Â = A + Ra and sends it to Bob and Claire,
Bob sends B̂ = B + Rb to Alice and Claire, and Claire sends
Ĉ = C+Rc to Alice and Bob.

3. Bob generates a random number v2 and computes u1 = φ(Â · Ĉ ·
B) + rb − v2, then sends the result to Alice.

4. Alice computes u2 = u1−φ(Ra · B̂ · Ĉ)+ra, then sends the result
to Claire

5. Claire then computes u3 = u2 − φ(Rc · Â · B̂) + rc. Claire then
sends u3 to Bob.

6. Bob then calculates the final result u3+v2 = φ(A ·B ·C)−φ(Ra ·
Rb ·Rc)− φ(A ·Rb ·Rc)− φ(B ·Ra ·Rc)− φ(C ·Ra ·Rb)

1

As we can see our final result is not equal to φ(A · B · C) because
there are several left-over terms (i.e., φ(Ra ·Rb ·Rc), φ(A ·Rb ·Rc),
φ(B ·Ra ·Rc), and φ(C ·Ra ·Rb)).

2.2.3 Solving the left-over terms

The first left-over that should be solved is the left-over of the form
φ(Ra ·Rb ·Rc). The protocol will naturally result in a left-over term of
the form (n− 2)φ(Ra ·Rb ·Rc) because we already add the various rx
for each x ∈ {a, b, c} once in step 3 − 5, even in the naı̈ve translation.
We can solve this leftover term simply by replacing rx in step 3−5 with
(n − 1)rx, because (n − 1)φ(Ra ·Rb ·Rc) = (n − 1)(ra + rb + rc). For
example in step 4 instead of adding ra we will add 2ra in the 3-party
protocol.

1A full elaboration of the equation can be found in appendix 1
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The remaining left-over terms are φ(A ·Rb ·Rc), φ(B ·Ra ·Rc), and
φ(C ·Ra ·Rb). These left-over terms all have the form of φ(X ·Ry ·Rz),
where x, y, & z represent the different parties Alice, Bob, & Claire, and
each of the multiplicands always belongs to a different party (e.g., they
are never of the form φ(X ·Rx ·Ry)). Furthermore, the combined term
Ry ·Rz is known by Merlin, hence this can be rewritten as φ(X ·M),
where M = Ry ·Rz and is owned by Merlin. This means that this left-
over problem can be simplified into a 2-party scalar product problem,
where Merlin is one of the parties. More generally these left-over terms
within an n-scalar product protocol are themselves n − 1, or smaller,
scalar product problems. These smaller scalar product protocols need
to be solved with additional commodity servers (i.e., Merlin cannot
play that role because he is involved as a party). In section 2.3.2 we
will discuss how many commodity servers are needed for a given n-
party protocol.

With the left-over terms solved we can now create a fully translated
protocol to our three-party scenario.

2.2.4 Correct adaptation to a three-party scenario

To allow Alice, Bob, and Claire to calculate φ(A ·B ·C) the following
protocol should be followed.

1. Merlin generates three random diagonal matrices Ra, Rb, Rc

and two random scalars ra, rb. It then calculates a third scalar
rc such that ra + rb + rc = φ(Ra · Rb · Rc). Merlin then sends
{Ra, ra} to Alice, {Rb, rb} to Bob and {Rc, rc} to Claire.

2. Alice sends Â = A+Ra to Bob and Claire, Bob sends B̂ = B+Rb

to Alice and Claire, and Claire sends Ĉ = C + Rc to Alice and
Bob.

3. Bob generates a random number v2 and computes u1 = φ(Â · Ĉ ·
B) + 2rb − v2, then sends the result to Alice.
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4. Alice computes u2 = u1 − φ(Ra · B̂ · Ĉ) + 2ra, then sends the
result to Claire

5. Claire then computes u3 = u2 − φ(Rc · Â · B̂) + 2rc = φ(A ·B ·
C)− φ(A ·Rb ·Rc)− φ(B ·Ra ·Rc)− φ(C ·Ra ·Rb)− v2

6. The left-over terms φ(A·Rb ·Rc), φ(B·Ra ·Rc), and φ(C·Ra ·Rb)
are solved by separate two-party scalar product protocols. The
results are given to Claire and she computes φ(A ·B ·C)−φ(A ·
Rb ·Rc) − φ(B ·Ra ·Rc) − φ(C ·Ra ·Rb) + φ(A ·Rb ·Rc) +
φ(B ·Ra ·Rc) + φ(C ·Ra ·Rb) − v2 = φ(A · B · C) − v2 = u3.
Claire then sends u3 to Bob.

7. Bob then calculates the final result: v2 + u3 = φ(A ·B ·C)

We have now successfully translated the two-party scalar product pro-
tocol into a three-party protocol.2

2.2.5 Full translation to an n-party scenario

The n-party protocol can be formalized as follows:

1. If n = 2, use the two-party protocol[50], else go to next step.

2. Let D1,D2, . . . ,Dn be the diagonal matrices containing the vec-
tors owned by the n parties.

3. Let φ be a function that calculates the sum of the diagonal of a
matrix.

4. R1,R2, ..,Rn are random diagonal matrices generated by a com-
modity server Merlin.

5. Let φ(R1 ·R2 · . . . ·Rn) = r1 + r2 + . . .+ rn where all but one of
the ri terms are randomly generated.

2A practical example of a 3-party scalar product protocol can be found in appendix
2
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6. Merlin shares the pairs {Ri, ri} with the i’th party for each i ∈
[1, n]

7. All parties calculate D̂i = Di +Ri and share the result

8. Party 1 generates v2.

9. Party 1 then calculates u1 = φ(
∏n

i=2 D̂i ·D1) + (n− 1) · r1 − v2

10. For each other party i calculate ui = ui−1 − φ((
∏n

x=1 D̂x|x ̸=
i) ·Ri) + (n− 1) · ri

11. This results in φ(D1 ·D2 ·..·Dn)−L1−L2−..Ln−v2 Where Li cor-
responds to leftover terms of the form φ(

∏m
i=1Di

∏n
j=mRj—i ̸=

j), where all parties are involved, either as Di, providing their
raw data, or as Rj, using their random matrix, but never as both.

12. These leftover terms represent a scalar product problem of at
most n− 1 parties. Thus these sub problems can be solved sepa-
rately using a smaller n-party scalar product protocol.

13. Solving these leftover terms allows party n to calculate φ(D1 ·
D2 · .. ·Dn)− v2 = un

14. Party 1 can then calculate the final result un+ v2 = φ(D1 ·D2 · .. ·
Dn)

This allows us to calculate the scalar product for an arbitrary amount of
parties. Pseudocode of the protocol can be found in algorithm 1. Now
that we have shown that the protocol can be translated to a scenario
with arbitrary n we will discuss how the protocol scales as well as
potential security issues in the next section.

2.2.6 Commodity server

The n-party scalar product protocol contains multiple sub-protocols of
at most n− 1 sized all of which involve data owned by the commodity
server in the n-party scalar protocol. These sub protocols will need
to use a commodity server as well. However, the original commodity
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Algorithm 1: The n-party scalar product protocol

1 nPartyScalarProduct(D)
Input : The set D of diagonal matrices D1..Dn containing

the original vectors owned by the n parties
Output: φ(D1 ·D2 · .. ·Dn)

2 if |D|= 2 then
3 return 2-party scalar product protocol(D);
4 else
5 for i← 0 to |D| by 1 do
6 Ri ← generateRandomDiagonalMatrix()
7 end
8 Let φ(R1 ·R2 · .. ·Rn) = r1 + r2 + . . . + rn
9 Share {Ri, ri}with the i’th party for each i ∈ [1, n]

10 v2 ← randomInt()

11 u1 ← φ(
∏n

i=2 D̂i ·D1) + (n− 1) · r1 − v2
12 for i← 2 to |D| by 1 do
13 ui = ui−1 −

φ((
∏n

x=1 D̂x|x ̸= i) ·Ri)
+ (n− 1) · ri

14 end
15 y ← un
16 for subprotocol ∈ determineSubprotocols(D,R) do
17 y ← y− nPartyScalarProduct(subprotocol)
18 end
19 return y + v2
20 end
21 determineSubprotocols(D,R)

Input : The set D of diagonal matrices D1..Dn of the original
protocol. The setR of random diagonal matrices
used in the original protocol

Output: The sets Dsubprotocol for each subprotocol
22 for k ← 2 to |D|−1 by 1 do
23 uniqueCombinations←

selectKSizedCombosFromSet(k,D)
24 for selected ∈ uniqueCombinations do
25 subprotocol← Di|i ∈ selected+Rj|j ̸∈ selected

Dsubprotocols ← Dsubprotocols + subprotocol

26 end
27 end
28 return Dsubprotocols
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server Merlin cannot be reused as Merlin fulfils the role of data-owner
in these sub protocols. In section 2.3.2 we will discuss what influence
this will have as n grows and how potential issues can be minimized.

2.3 Discussion

In this paper, we have translated an existing 2-party scalar product[50]
protocol to an n-party protocol. We have shown that a naı̈ve transla-
tion is insufficient. However, by using a more sophisticated approach,
it is possible to adapt the protocol to work with an arbitrary number of
parties. In appendix 2, a fully worked out example of the three-party
protocol can be found. Appendix 3 provides references to a repository
containing java and python implementations of the n-party protocol.

We will now discuss the security and privacy guarantees this n-party
protocol provides as well as how the complexity scales as the number
of parties grows and how practical it is to use this protocol.

2.3.1 Security

The proposed method requires a commodity server, which is a semi-
honest trusted third party within the calculation. A semi-honest party
is a party which executes its part in the protocol accurately, but may
try to learn as much as it can from the messages it receives in the pro-
cess[46]. In this section we will discuss the exact risks involved with
this.

As a method that relies on secret shares generated by a semi-trusted
third party, this protocol utilizes an approach similar to asymmetric
encryption[155], with the individual secret shares performing the role
of private keys. This limits the risks involved. However, the trusted
third party does introduce a risk in itself.
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The risk posed by requiring a semi-honest trusted third party to be the
commodity server would be that several semi-honest parties could po-
tentially cooperate with the commodity server in order to jointly learn
private data of the other parties. It should be noted that this risk is
higher in an Internet of Things (IoT) setting than in a formalized joint
research setting. An IoT setting consists of many unverified devices
and parties. A formal joint research setting allows all parties involved
to verify, and enforce, for example by requiring audits and adding
other legal agreements, the integrity of the other parties to a certain
extent. This will minimize the risk in practice in this setting. While
it would be preferable if privacy could be protected by design with
technical solutions, there will always be a need for a certain degree of
trust in the various parties involved and legal means are a perfectly
acceptable way of achieving the required trust[93].

However, this does not remove the technical possibility of a joint at-
tack when all parties are semi-honest. The local calculations done at
a given node i are always of the form: ui = ui−1 − φ((

∏n
x=1 D̂x|x ̸=

i)·Ri)+(n−1)·ri. Where D̂x is locally known by every data-owner par-
ticipating in this protocol. However, D̂x is unknown to the commodity
server in this protocol. Assuming the node cooperates with the com-
modity server, they could then separate D̂x into its components Dx

and Rx. Where Dx is private data belonging to a different party and
Rx is the random diagonal matrix generated by the commodity server,
thus learning Dx. This is a serious concern. This issue is especially
relevant in an IoT setting where the trustworthiness of the commodity
servers and individual parties is very difficult to verify and enforce.

However, in a formal joint research setting, a sufficient level
of trust can be achieved to minimize the risk of this attack by
enforcing the commodity server to act as an honest party, not just
semi-honest[kairouz˙advances˙2019][176] First, it is possible to
simply enforce this using legal means and mandate it is honest,
however this may not be accepted in practice. Second, it is possible to
give all parties involved joint custody over the commodity servers,
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thus allowing each party to individually verify the commodity server
is completely honest.

Joint custody over the commodity servers could, for example, be
achieved by allowing any party to execute independent audits of the
commodity server and giving them a veto over the hardware and
software setup used on the servers. Such a setup allows each party to
individually verify that the commodity server is honest, which works
because each party has a vested interested in ensuring the honesty of
the commodity server to protect their own data. This should allow
the parties to jointly guarantee the commodity server are honest, even
if the individual parties themselves are semi-honest.

It is important to note that these security concerns, and the possible
solutions, are the same regardless of the size of n. That is to say, our
proposed n-party protocol is equally as secure as the original 2-party
protocol proposed by Du and Zhan because the original protocol also
uses a trusted third party as commodity server which as we just dis-
cussed is the vulnerability exploited in a collusion attack.

2.3.2 Scalability

The number of subprotocols will grow with a factorial order of growth
with respect to n. The reason it scales in this manner is because the
subprotocols have the form of φ(

∏m
i=1Di

∏n
j=mRj—i ̸= j). Where all

parties are involved, either as Di, providing their raw data, or as Rj,
using their random matrix, but never as both. There will be n!

x!(n−x)!

such subprotocols for each 2 ≤ x < n.

These subprotocols will have x Rj factors and n − x Di factors. For
example, a three-party protocol will have the following 3 subprotocols
involving 2Rj factors: φ(A ·Rb ·Rc), φ(B ·Ra ·Rc) and φ(C ·Ra ·Rb).
A 4 party protocol will have 4 subprotocols involving 3 Rj factors: 2 ·
φ(A ·Rb ·Rc ·Rd), 2 · φ(B ·Ra ·Rc ·Rd), 2 · φ(C ·Ra ·Rb ·Rd), and
2 ·φ(D ·Ra ·Rb ·Rc). As well as 6 subprotocols involving 2 Rj factors:
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φ(A ·B ·Rc ·Rd), φ(A ·C ·Rb ·Rd), φ(A ·D ·Rb ·Rc), φ(B ·C ·Ra ·Rd),
φ(B ·D ·Ra ·Rc) and φ(C ·D ·Ra ·Rb).

This growth in subprotocols will have an effect on the scalability. We
will discuss the two aspects in which this matters in the following two
sections.

Time and Space Complexity

The first aspect affected by the factorial order of growth is the time
complexity of the protocol. The amount of direct subprotocols for an
n-party protocol will be equal to n!

x!(n−x)! for each x ∈ [2;n]. These
subprotocols may also have further subprotocols themselves. Further-
more, the amount of messages that need to be send for a given pro-
tocol are as follows; 1 message needs to be send from the commodity
server to each of the n dataowners to share the relevant pair of {Ri, ri}.
Each party then shares its matrix D̂i with each other party, resulting in
n · (n− 1) messages. Finally each party has to share its subresult once,
resulting in a further n messages. This means a total of n+n2 messages
for a given protocol.

In order to put this into perspective we show the number of proto-
cols as a function of n in figure 2.1. In addition to this, the results
of a small experiment measuring the runtime performance, where the
n-party protocol was used to calculate the number of individuals full-
filling certain attribute requirements, can be found in figure 2.2. This
experiment was run on a windows laptop using an Intel(R) Core(TM)
i7-10750H processor with 16GB of memory and 6 cores. All parties
had a local datastation on this laptop, no significant optimization was
implemented.

As can be seen in figure 2.1 the required number of protocols and mes-
sages grow quickly as n grows. This is a significant downside of this
protocol. The results of the small runtime experiment further supports
this, as the runtime does grow rapidly as the number of parties grows.
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Figure 2.1: Rate at which the number of protocols and messages grow as func-
tions of n. (y-axis in log-scale)

However, it also shows that the protocol can easily deal with larger
datasets as dataset size barely influences the runtime. It should also
be noted that there is considerable room for parallelization within the
protocol, allowing the protocol to still be usable in practice. The fol-
lowing steps can be parallelized: first, every subprotocol can naturally
be calculated in parallel as these are independent problems. Secondly
every calculation in substep 11 detailed in section 2.2.5 can be calcu-
lated in parallel as well. Both options will reduce the running time of
the protocol, considerably, allowing it to still be a practical solution in
many settings. In addition to this, the actual use of the protocol within
model training can be optimized, for example by running multiple n-
party product protocols in parallel.

33



Chapter 2. Privacy Preserving n-Party Scalar Product Protocol

2 3 4 5

102

103

104

Number of parties

R
un

ti
m

e
in

m
s

100 Individuals
1000 Individuals
10000 Individuals

Figure 2.2: Average time in ms necessary to calculate the number of individ-
uals fullfilling the requirements of 2-5 attributes divided over 2-5 parties for
different population sizes. (y-axis in log-scale)

Commodity Servers

It should be noted that these subprotocols need their own commod-
ity server because no party may be both data owner and commodity
server in a given protocol. Hence, we cannot reuse the original com-
modity server Merlin as it fulfils the role of a data owner in the sub-
protocols.

A naive solution to the problem posed by this need would be to set up
sufficient commodity servers to deal with every sub-protocol. How-
ever, the amount of commodity servers needed will scale linearly with
n, since a commodity server can be shared across all subprotocols of
the same size. As the largest subprotocol in an n-party protocol will
be an (n− 1)-party subprotocol, and a two-party protocol will have no
subprotocol, we will need n−1 commodity servers to solve an n-party
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problem. While this might be manageable for small n this eventually
becomes untenable.

An alternative to this naı̈ve solution would be to have the various par-
ties double as commodity servers whenever they are not involved in a
calculation themselves. To show that this is a viable, and safe solution,
we will first divide the subprotocols into two categories. All subproto-
cols have the form φ(

∏m
i=1Di

∏n
j=mRj|i ̸= j), this can be further sub-

divided into subprotocols which contain only 1 Di term, which will
have the form φ(Di ·Rj · ... ·Rm), and subprotocols with multiple Di

terms.

The first category of subprotocols, which only contain one Di term,
can be solved by simply sharing the result of random matrices Rj ·Rj ·
· . . . · ·Rm with the owner of Di. Rj ·Rj · · . . . · ·Rm is itself a random
matrix, provided there are at least two Rj factors involved, which can-
not be used to leak any information. For example, the sub-protocols
in the three-party protocol can be solved this way without requiring
extra commodity servers. Doing this will also be faster than using the
two-party scalar product protocol as it only requires a straightforward
multiplication instead of the entire scalar product protocol. It should
however be noted that the solution to this subprotocol may never be re-
vealed to the commodity server that owns the Rj terms, as this would
allow the commodity server to calculate Di. For example, if we are
calculating A ·Rb ·Rc the result should never be revealed to Merlin,
as revealing this would allow Merlin to learn Alice’s data. This is of
course also true in the original 2-party protocol.

The second category of subprotocol, which contains multiple Di terms,
can reuse one of the parties which is not currently providing data (i.e.
a Di term) as the new commodity server. This is secure as there is no
need to reveal anything to the commodity server during the calcula-
tion. All it needs to do is generate and share the new {Ri, ri} pairs for
this subprotocol. As such, it never needs to see any (sub)results, and
thus cannot reverse engineer anything. Additionally, the same party
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should never be used twice as a commodity server in any set of sub-
protocols. That is to say, if Alice handles a 3-party subprotocol then
she should not handle any child protocols that arise as a consequence
of this specific 3-party subprotocol. Fortunately, it is easy to avoid this
as there will always be at least one new party available to fulfil the role
of commodity server for the new subprotocols.

While this is a practical solution to the need for multiple commodity
servers, it does come with the major caveat that one must be certain
no parties will attempt to cooperate to jointly learn private data of the
other parties. As pointed out in section 2.3.1, the protocol is vulnerable
to this type of attack.

2.4 Conclusion
In this paper, we have explained how the two-party scalar product
protocol by Du and Zhan[50] can be scaled to an n-party scalar prod-
uct protocol. We have illustrated how it works using a three-party
scenario, after which we have given the formal definition of the proto-
col for any number of parties. This protocol can be used to calculate
a number of metrics, such as the information gain of an attribute[50],
in a scenario with an arbitrary number of parties. The benefit of be-
ing able to calculate such metrics is that it opens up the door for other
more complex analysis. For example, using the information gain one
can build a decision tree or apply feature selection.

Similarly, by using an innovative data representation the n-party pro-
tocol can be used to classify an individual in a privacy preserving man-
ner using a decision tree[50]. By using other innovative data repre-
sentations this n-party protocol could potentially be used for a wide
variety of analysis and calculations. Aside from these benefits, which
require the problem at hand to be rephrased into a scalar product prob-
lem, there is also the obvious benefit that it allows the use of the scalar
product itself in an n-party scenario. This allows the use of any cal-
culation that would normally rely on the scalar product in a classical
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machine learning setting but which cannot be executed easily in a fed-
erated setting without a private n-party scalar product protocol.

While not appropriate in every scenario (scalability and the need for
more commodity servers or semi-honest servers as the number of par-
ties grows are a practical concern), we believe this is still a valuable
tool in the federated learning toolbox.

2.4.1 Future work

For future work we would like to devise n-party protocols with better
time complexity, as well as find a way to remove the vulnerability to
joint-attacks introduced by the need for a commodity server.

In addition to this it would be valuable to investigate to which extend
our extension to n parties can be applied to the secure matrix mul-
tiplication proposed by Du et al.[49]. The protocol used for matrix
multiplication is very similar to the 2-party scalar product protocol we
extended, as such our extension should be of use when extending this
matrix multiplication protocol.

Lastly, we are planning to utilize the n-party scalar product protocol
to implement various federated algorithms so we can test the practical
viability of this protocol in a real life setting.
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Chapter 3. VertiBayes: Learning Bayesian network parameters from
vertically partitioned data with missing values

Abstract

Federated learning makes it possible to train a machine learning model
on decentralized data. Bayesian networks are widely used probabilis-
tic graphical models. While some research has been published on the
federated learning of Bayesian networks, publications on Bayesian net-
works in a vertically partitioned data setting are limited, with impor-
tant omissions, such as handling missing data. We propose a novel
method called VertiBayes to train Bayesian networks (structure and
parameters) on vertically partitioned data, which can handle missing
values as well as an arbitrary number of parties. For structure learning
we adapted the K2 algorithm with a privacy-preserving scalar prod-
uct protocol. For parameter learning, we use a two-step approach:
first, we learn an intermediate model using maximum likelihood, treat-
ing missing values as a special value, then we train a model on syn-
thetic data generated by the intermediate model using the EM algo-
rithm. The privacy guarantees of VertiBayes are equivalent to those
provided by the privacy preserving scalar product protocol used. We
experimentally show VertiBayes produces models comparable to those
learnt using traditional algorithms. Finally, we propose two alternative
approaches to estimate the performance of the model using vertically
partitioned data and we show in experiments that these give accurate
estimates.

3.1 Introduction

Federated learning is a field that recently rose to prominence due to
the increased focus on data-hungry techniques, privacy concerns and
protection of the data[102, 93]. Using federated learning, it is possi-
ble to train a machine learning model without needing to collect the
data centrally[102]. Since it rose to prominence, various techniques for
training a model on centrally collected data have been adapted to be
used on data that is either horizontally or vertically partitioned[93].
Data is said to be horizontally partitioned if multiple parties collect
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the same variables though from different individuals, e.g., two hospi-
tals who want to build a model to predict heart failure. It is said to be
vertically partitioned when multiple parties collect different variables
about the same individuals, for example, data from a hospital and from
a health insurance company where both parties have unique variables
about the same patients.

A type of model that can benefit from federated learning is Bayesian
networks. Bayesian networks are probabilistic graphical models that
have been widely used in artificial intelligence[137, 186, 27, 117]. They
are popular because they can be built, verified, or improved, by com-
bining data with existing expert knowledge. For example, medical
doctors can manually create the network structure, ensuring it models
already known dependencies correctly, while the conditional probabil-
ity distributions are estimated from data. Thanks to its graphical rep-
resentation and probabilistic reasoning, it is also a relatively intuitive
model for non-technical personnel. This makes it very useful in sce-
narios where non-technical personnel needs to make decisions based
on the model, for example when used as a tool to inform healthcare
policies.

3.1.1 Existing literature on Bayesian networks in a federated
setting

While research has been published on federated learning of
Bayesian networks[201, 195, 206, 126], publications on Bayesian
networks trained on vertically partitioned data (also referred to as
heterogeneous data in the literature) are limited. One proposed
method[126] only deals with horizontally partitioned data, and the
other approaches[201, 195, 206] are all only capable of handling
two-party scenarios. In addition to this none of the proposed methods
can handle missing values in the dataset.

Unfortunately, these two aspects are important in practical applica-
tions. Missing data is a common problem in real world scenarios this
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is especially true in federated scenarios where the different parties in-
volved may have different data collection protocols and quality stan-
dards. In order to still have as large, and representative, a dataset as
possible, records with missing data cannot be excluded.

The limitation to two-party scenarios is also a major downside in a
federated setting. At its core federated learning attempts to combine
data from as many data-sources as possible. Limiting algorithms to
two-party scenarios runs directly counter to this goal.

3.1.2 Our contribution

In this article, we propose a novel method called VertiBayes to train
Bayesian networks on vertically partitioned data, which can handle
missing values as well as an arbitrary number of parties. In doing so
we overcome the drawbacks the existing solutions have. This will al-
low us to train Bayesian networks in a vertically split federated setting,
with an arbitrary number of parties, that are comparable to networks
trained in a classical centrally trained setting.

The rest of the article is laid out as follows. First we will give some
background information about Bayesian networks in general, and ex-
plain how these are trained in a classic scenario were all data is avail-
able centrally. Then we will describe our proposed method. After this
we will describe the experimental setup we used to verify the feder-
ated model is similar to the centrally trained model. Followed by a
discussion where we will go over aspects such as scalability and pri-
vacy concerns.

3.1.3 Bayesian networks

In this section, we will shortly explain how a Bayesian network is gen-
erally trained in a central setting.

Training a Bayesian network consists of two phases: structure learning
and parameter learning. The first phase, structure learning, consists

42



of determining the structure of the graph (i.e., the set of links between
variables) and can be done either manually, using expert knowledge,
or automatically, using algorithms such as K2[29]. The second phase is
the so-called parameter learning. In this phase, the conditional prob-
ability distributions (CPDs) for each node in the network are deter-
mined. Throughout this paper, we will focus on CPDs in the form of
conditional probability tables (CPTs) as these are the most common
form of CPD. In the next subsections, we will discuss how this is done
in a centrally trained scenario. After which we will discuss how these
methods need to be adapted for the federated scenario.

Structure learning

The structure of a Bayesian network can be either determined manu-
ally or learnt using an algorithm. Here, we focus on the latter, since the
former does not involve data analysis. One of the most popular struc-
ture learning algorithms is K2, which performs a heuristic search for a
viable structure by scoring potential parent nodes for a given node and
step-wise adding the highest scoring parent[29]. The scoring function
used in K2 is described in equation 3.1 below.

f(i, πi) =

qi∏
j=1

(ri − 1)!

(Nij + ri − 1)!

ri∏
k=1

aijk! (3.1)

where pii is the set of parents of node xi. qi is the number of possible
instantiations of the parents of xi present in the data. ri is the number
of possible values the attribute xi can take. aijk is the number of cases
in the dataset where xi has it’s kth value and the parents are initiated
with their jth combination. Nij =

∑ri
k=1 aijk, is the number of instances

where the parents of xi are initiated with their jth combination.

It is important to note that the resulting structure depends on the order
in which nodes are introduced into the K2 algorithm. As such, it is
possible to construct different structures for the same data.
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Parameter learning

There are two relevant scenarios to consider when performing parame-
ter learning: with and without missing data. When there is no missing
data, CPDs can be learned using the maximum likelihood[96]. To cal-
culate the maximum likelihood for an attribute X with a set of parents
Y we simply have to calculate: P (X = xi|Yi = yi) = N(xi, yi)/N(yi) ,
where N(xi, yi) is the number of records where X = xi and Yi = yi and
N(yi) is the number of records where Yi = yi. In the presence of miss-
ing data, the maximum likelihood for training a Bayesian network is
commonly estimated using algorithms such as Expectation Maximiza-
tion (EM)[44, 101]. The EM algorithm consists of the following two
steps repeated iteratively until convergence is reached:

1. Estimate the likelihood of your data using your current estimates
of the probabilities.

2. Update your estimates.

To estimate the likelihood of the current estimates in the E-step the
following equation needs to be solved:

E =
n∏

i=1

P (di) =
n∏

i=1

p∏
j=1

P (xij |yij) (3.2)

where n is the number of samples in the dataset, p is the number of
nodes in the network, P (di) is the likelihood of the i − th sample, xij
is the value of the j − th node in the i− th sample, and yij is the set of
values of the parents of the j− th node in the i− th sample. The appro-
priate values P (xij |yij) need to be selected from the current estimate
of the CPDs based on the attribute values of this particular sample.

It is important to note that since this algorithm is a hill climbing-type
algorithm, it can get stuck in local optima. Therefore, it is good practice
to run the algorithm several times with different random initializations
and use the best result[96].

44



3.2 Method

3.2.1 VertiBayes

In this section we present our novel method VertiBayes and explain
how it handles the various additional hurdles and concerns that arise
in a vertically partitioned federated setting. First, we will discuss how
to perform structure learning. In the second subsection, we will dis-
cuss parameter learning. After this we will discuss the time complex-
ity of VertiBayes. Finally, we will discuss the impact a vertically split
scenario has on classification and model validation for Bayesian net-
works, as well as provide several solutions to deal with the problems
that arise.

Structure learning

As mentioned previously, structure learning can be done using the K2
algorithm. In this subsection, we will discuss how to adapt the K2
algorithm to a vertically partitioned scenario. To solve this equation,
the following information needs to be collected:

1. The number of possible values for the attribute X .

2. The number of instances that fulfil X = xi and Y = yj , where
X is the child attribute, xi is a given value for X , Y is the set of
parent attributes, and yj is a given set of assigned values to Y .
This needs to be calculated for every possible set j.

The number of possible values of attribute X can be calculated trivially
without revealing any important information to an external party in a
vertically split federated setting as all relevant information is available
locally at one party.

To calculate the number of instances that fulfil X = xi and Y = yi
(the number of instances for each possible value of X for each possi-
ble configuration of X’s parents) we have to calculate the number of
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instances that fulfil certain conditions across different datasets. There
are different approaches we could utilize to solve this problem.

For example, we could leverage ϵ-differently privacy[55] to create a
solution. This approach is relatively simple, however, it introduces
noise, which can be problematic for smaller probabilities or for nodes
with many parents, where a small amount of noise from each parent
will eventually add up.

Alternatively we could attempt to solve it using homomorphic encryp-
tion[135]. Homomorphic encryption avoids adding any noise, but it is
computationally expensive, especially as the K2 algorithm would re-
quire a fully homomorphic encryption scheme.

Finally a secret-sharing approach based in secure MultiParty Com-
putation (MPC)[202] is an option. It is less computationally expen-
sive than (full) homomorphic encryption, and does not introduce any
noise. As such we propose to use this approach.

We propose to use the privacy preserving scalar product protocol to
calculate the scalar product of vectors, one for each site, where each in-
dividual is represented as 1 or 0 depending on whether they fulfil the
local conditions (in this case whether the child and parent nodes have
the appropriate values). Earlier research has used this approach to cal-
culate the information-gain when training a decision tree[50], which at
its root, poses the same problem we face here. Additionally, this proto-
col also works in a hybrid setting, which allows our proposed method
to be as versatile as possible.

Various variants of the privacy preserving scalar product protocol have
been published[50, 48, 13, 72, 177]. Most of these focus on 2-party sce-
narios but variants do exist for N parties[37]. These methods have dif-
ferent advantages and disadvantages, such as different privacy guar-
antees and risks, different runtime complexities, and different com-
munication cost overheads. Because of this, the preferred method will
differ per scenario. A K2 implementation using one of these protocols
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will have the same privacy guarantees and risks but will pose no addi-
tional privacy concerns beyond those posed by the chosen protocol.

Parameter learning

During parameter learning, the actual CPDs will be calculated. There
are two scenarios that need to be considered: with and without miss-
ing values. EM works under the assumption that data is missing at
random or missing completely at random.

Without missing values As discussed earlier, parameter learning
without missing values can be done by calculating the maximum
likelihood for various attribute values. This means calculating
for each node i, Nij , the number of samples for each possible
configuration of the parents of node i and Nijk the number of samples
for each possible configuration of the parents where the value is
k, for each possible value of the node. Nijk can be calculated by
simply summing the various Nij values. For the sake of performance
it is advised to do this. These can be calculated using the scalar
product protocol as explained earlier when describing the solution
for K2. As such, performing parameter learning in a vertically split
federated scenario with no missing values is not a problem and can
be done without any significant additional privacy risks compared
to the central variant beyond the risks involved in the scalar product
protocol implementation used.

With missing values As mentioned in section 3.1.3 Expectation max-
imization requires that the appropriate values P (xij |yij) are selected
from the current estimate of the CPDs based on the attribute values of
this particular sample.
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However, selecting the appropriate values P (xij |yij) can only be done
when all child and parent node values are known. This is not possi-
ble in a privacy preserving setting if the child and parent nodes are
spread over multiple parties. Conversely, even if it was possible to
somehow select the appropriate values P (xij |yij), they may also never
be revealed to anyone as it would be trivial to look up the parent and
child node values in the CPD as the P (xij |yij) values will likely be
unique.

It should be noted that a theoretical solution would be a layered ap-
proach combining homomorphic encryption with the privacy preserv-
ing scalar product protocol. However, due to the time complexity of
each privacy preserving technique involved, the need to repeatedly
execute the expectation step, and the fact this will need to be done for
every single individual present in the training set, this is not practically
viable.

Therefore, we conclude that the EM algorithm cannot be easily applied
in a vertically split federated scenario without severe limitations. In-
stead, we propose the following three-step solution, which we have
dubbed VertiBayes.

1. Treat”missing” as a valid value and train an intermediate
Bayesian network using maximum likelihood on the training
data.

2. Generate synthetic data (including ”missing” values) using this
intermediate Bayesian network

3. Train the final model on this synthetic data using the EM algo-
rithm

As discussed earlier, parameter learning in a vertically split federated
setting without missing values is possible with the privacy guarantees
provided by the privacy preserving scalar product protocol used. Gen-
erating synthetic data by using this intermediate model also does not
add any additional privacy concerns compared to a centrally trained
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model, as this is a basic functionality of any Bayesian network. On the
contrary, the final model has a reduced risk of data leak because it is
trained on synthetic data[2, 93].

The proposed process, which is illustrated in Figure 3.1, allows us to
train a Bayesian network in a vertically split federated setting with
missing values without any additional privacy concerns compared to a
centrally trained model. However, it should be noted that it is possible
that a loss of signal may occur due to the three-step approach. In the
experiment section, we will test if our proposed method avoids this
potential pitfall.

Time complexity when training a model in a federated setting

A major downside to federated learning is that the time complexity is
usually considerably worse compared to the centralized setting. This
is unavoidable due to the extra overhead created by communication as
well as the increased complexity introduced by the privacy preserving
mechanisms. In this subsection, we will discuss the time complexity of
VertiBayes.

In our implementation, there are two important factors to take into
account. The first is the number of parties n. This is a major bottleneck
as the n-party scalar product protocol implementation we have used
scales combinatorically in the number of parties.

The second important factor is the size of the CPDs that need to be cal-
culated, as each unique probability that needs to be calculated requires
a separate n-party scalar product protocol to be solved. As such, our
implementation scales linearly in the number of probabilities that need
to be calculated. The time complexity of various aspects for our imple-
mentation can be found in table 3.1.

Important to note is that the population size is not a main driver of
the runtime. A relatively simple network trained on a small dataset,
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Figure 3.1: Training process for VertiBayes.
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Table 3.1: Time complexity

Number of Scalar product protocols
O(m),

where m is the number of unique parent-child value combinations
for which a probability needs to be calculate

Number of scalar product subprotocols per protocol
n!

(x!(n−x)!)) , for each x, 2 <= x <= n,
where n is the number of parties involved in the protocol

Number of multiplications per subprotocol
O(p ∗ n ∗ (n− 1)),

where p is the population size, and n is the number of parties
involved in the protocol

but with a high number of unique attribute values will have a signifi-
cantly longer runtime than a more complex network with few unique
attribute values. This is because the overall time complexity is dom-
inated by the number of scalar product protocols and subprotocols,
which is independent of the population size, but dependent on the
number of probabilities that need to be calculated.

Finally, it is important to note that there is ample room for paralleliza-
tion to improve the running time as each scalar product protocol that
is needed for VertiBayes is fully independent and can easily be run in
parallel.

Federated classification and model validation

The process of using the model to classify new instances in a federated
setting is itself a complex problem that depends strongly on the type
of model used. In this subsection, we will discuss the methods that are
available to classify an individual in a vertically partitioned setting us-
ing a Bayesian Network and the implication this has for the validation
of the model.

Classification of new samples using a Bayesian Network in a vertically
partitioned federated setting suffers from the same issues as the expec-
tation step in the EM algorithm. To classify an instance from vertically
partitioned data, we need to select the appropriate probabilities from
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the CPD. As discussed before, this is not viable while preserving pri-
vacy when parent and child nodes are split over multiple parties. This
has major consequences for the validation of a new model in a feder-
ated setting.

As such, whenever possible the validation should be done using a pub-
licly available dataset which avoids the need for privacy preserving
measure during validation. If such a dataset is not available, we pro-
pose two different approaches,”Synthetic Cross-fold Validation” (SCV)
and ”Synthetic Validation Data Generation” (SVDG), to validate the
model in a privacy preserving manner.

SCV uses the synthetic data generated by the intermediate Bayesian
network as both training and validation data by executing the EM
training using k-fold cross validation. However, it is possible that
this results in overfitting on the synthetic data and therefore the per-
formance estimate may be biased by the intermediate Bayesian net-
work.

SVDG splits the private dataset into training and validation sets. It will
then train a Bayesian network on the training set in a federated man-
ner as normal. On the validation set, it will train a federated network
using only the federated maximum likelihood approach. We can then
use the Bayesian network trained on the validation set to generate a
synthetic validation dataset. This approach reduces the risk of overfit-
ting the previous approach suffered from but may lead to biased esti-
mates if the synthetic validation set is not representative of the original
validation set, for example because the test-fold was too small.

These approaches avoid leaking real data, but as mentioned, they may
not be viable in practice. An illustration of the two new approaches
can be seen in Figure 3.2
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Figure 3.2: Flow diagrams for proposed validation procedures SCV (left) and
SVDG (right).
SCV utilizes the first step of VertiBayes as normal, performing (federated)
structure learning and federated maximum likelihood learning. The synthetic
dataset generated during step 2 is split into a training and validation set. The
training set is used as normal in step 3, which is then validated using the val-
idation set.
SVDG splits the data before performing any training into a training and val-
idation set. The training set performs VertiBayes as normal. While we only
run step 1 and 2 on the validation set. The synthetic data generated is then
used to validate the model that was trained on the training set.
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Hyperparameters

There are a number of choices which need to be made when initializing
a new run of VertiBayes. These choices represent the various hyperpa-
rameters that can be set. The choices are as follows:

• Will structure learning be done using a predefined structure
based on expert knowledge, or by utilizing the K2 algorithm.

• If K2 is used for the structure learning, what are the maximum
amount of parents a node may have.

• Is discretization of continuous variables done using predefined
bins based on expert knowledge, or utilizing an automatic ap-
proach. There are different strategies possible for automatic dis-
cretization which may have their own hyperparameters.

• What validation strategy is chosen from among the options in
subsection 3.2.1

The chosen structure learning approach can have a major impact on
the performance of the resulting model. Similarly, the discretization
approach can have a big impact as we will show in our experiments.

In the next section, we will perform experiments to validate that
VertiBayes results in networks with similar performance as a centrally
trained model. We will also verify if the two proposed approaches to
validation give the same results as the validation on the public data,
and if there are scenarios where they are inappropriate due to the
aforementioned risks.

3.2.2 Experimental setup

In order to validate our proposed approach, we have implemented it
in a combination of Java and Python1 using Vantage6[124] and ran

1Our code can be found in the following two git repositories
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a number of experiments. Vantage6 is an open-source infrastructure
for privacy preserving federated learning which utilizes Docker. We
compare the performance of our algorithm with a centrally trained
Bayesian network using WEKA[69], a machine learning library writ-
ten in Java.

The goal of the experiments is to show that the networks created by
VertiBayes and the models created in a classic centralized scenario are
the same. We did not compare results against other federated methods
because 1) they cannot cope with missing data and 2) we use central-
ized learning as a baseline and want to show that VertiBayes performs
equally well as a centralized approach

Structure learning

To validate our federated implementation of the K2 algorithm we ran
experiments using the Iris[41], Asia[100], Alarm[18], and Diabetes[167]
datasets. As K2 is deterministic and dependent on the order in which
the nodes are put into the algorithm we ensured this was the same for
both the federated learning and centralized learning model and then
compared the resulting structures.

Parameter learning

In our experiments regarding parameter learning, we have used the
Iris[41], Asia[100], Alarm[18], and Diabetes[167] datasets. In the case
of the Iris dataset, we predict the ”label” attribute, for Asia we pre-
dict ”lung”, for Alarm we will be predicting ”BP” and for Diabetes we

• Main algorithm code:
https://github.com/MaastrichtU-CDS/vertibayes

• Vantage6 wrapper code:
https://github.com/MaastrichtU-CDS/vertibayes_vantage6
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will predict ”outcome”. The Iris dataset contains 150 samples, the Di-
abetes dataset contains 768 samples, while the other two datasets con-
tain data of 10.000 samples. The Asia and Alarm datasets come with
a predefined structure. The Iris dataset uses a naive Bayes structure.
The Diabetes dataset also uses a predefined structure.

Both the Iris and Diabetes dataset contain continuous variables. For
the sake of a fair comparison between the central and federated mod-
els, these were discretized into bins before starting our experiments,
where each bin contains at least 10% of the total population as well
as a minimum of 10 individuals. If the last bin cannot be made large
enough to fulfil these criteria it is simply added to the previous bin.
In the case of a dataset of less than 10 individuals, the bin will simply
contain all possible values. For our experiments the bins were pre-
defined alongside the predefined network structure, but the bins can
also be generated on the fly during the training of the federated model
using the same discretization strategy. The simplicity of this strategy
allows it to be executed without needing additional privacy preserving
mechanics. However, it should be noted that this is not the best pos-
sible discretizing strategy. For example, a model using the Minimum
Description Length method (MDL)[63] for discretization, or utilizing
expert knowledge, might outperform this setup.

Slight variations of this discretization strategy were used in prelimi-
nary experiments. However, we will not list the results of those vari-
ants here as they produced similar results.

To test the effect of missing values we have done experiments where
we randomly set 0%, 5%, 10% and 30% of the values to missing. The
performance of the models is measured by calculating the area under
receiver operating characteristics curve (AUC). The centrally trained
model is internally validated using 10-fold cross validation. The feder-
ated model is validated using the two different validation approaches
described in the last section; it is also validated against a ”public” cen-
tral dataset, which is simply the left-out fold from the original dataset.
All of these approaches use 10-fold cross validation. We also compare
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the Akaike information criterion (AIC)[6] values of the network for
their original (private) training data. This is done to determine if there
is any difference in the CPDs used by the two models. As mentioned
before, the goal of the experiments is to get similar networks, as such
we would expect the AUC and AIC of the networks produced by Vert-
iBayes and the central approach to be similar. The AUC was chosen
as a relevant metric because it is a powerful performance metric which
naturally corrects for certain biases. For example, it does not have the
same biases towards the majority class that accuracy has. AIC was cho-
sen because it is a standard measure within Bayesian Network learn-
ing used to compare the complexity of the networks. This is important
since we are not just interested in achieving similar performance, but
wish to create similar networks.

For all of these experiments the data is randomly partitioned over two
parties by dividing the original dataset into two equally large sets of
attributes.

Scaling in the number of data-parties

To illustrate VertiBayes works when dealing with multiple parties the
aforementioned parameter learning experiment was repeated for 3-8
parties using the Asia dataset. As this dataset contains 8 attributes this
means the number of attributes varied from 4 to 1 attribute per party.

3.3 Results

The results of our experiments can be found in this section. First we
will discuss the results of the structure learning experiments. After
that we will cover the experiments regarding parameter learning.
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3.3.1 Structure learning

The federated implementation of the K2 algorithm consistently
resulted in the same structure as the centrally trained model for all
datasets.

3.3.2 Parameter learning

Tables 3.2 and 3.3 show the results of our parameter learning experi-
ments. It lists the AUC for the centrally trained model, as well as the
AUC’s for the various (federated) validation schemes. The AUC’s of
the federated model are listed in bold if the difference with the central
model is larger than 0.05. The AIC is shown for the centrally trained
model, this is compared to the AIC for the federated model trained.
The difference between the central and federated AIC is listed in bold
if the difference is at least 5%. An AIC closer to 0 is better. A negative
percentage in the AIC difference column indicates the federated model
performed better. The results are shown per dataset for differing levels
of missing data; no missing data, 5% missing data, 10% missing data,
and 30% missing data. VertiBayes showed similar performance to the
centrally trained model in all scenarios.

3.3.3 Time complexity

To illustrate the time complexity we kept track of the runtime of the
parameter learning experiments. The results can be found in Figure
3.3. The relative runtimes are plotted versus population size, number
of attributes, and total size of the CPDs that need to be calculated dur-
ing the Maximum Likelihood stage of VertiBayes. As can be clearly
seen in these graphs the performance depends mostly on the size of
the CPDs, and is virtually independent from population size. Num-
ber of attributes does correlates with a longer runtime because more
attributes often implies more probabilities will need to be calculated to
fill all CPDs However, since the size of the CPDs also depend on how

58



Table 3.2: Results of the experiments.
The experiments are grouped per dataset. The AUC is represented for the
centrally trained model, as well as the two federated validation schemes;
”Synthetic Cross-fold Validation” (SCV) and ”Synthetic Validation Data Gen-
eration” (SVDG). AUC values are listed in bold if they differ more than 0.05
from the central model.

AUC

Training method

Centralized learning Federated learning

Dataset Missing data % Public validation Public validation SCV validation SVDG validation

Alarm
population size: 10000

0 0,91 0,91 0,91 0,91
5 0,88 0,89 0,88 0,89
10 0,85 0,86 0,86 0,86
30 0,76 0,76 0,76 0,76

Asia
population size: 10000

0 1,00 1,00 1,00 1,00
5 0,76 0,76 0,76 0,76
10 0,69 0,7 0,7 0,7
30 0,58 0,59 0,58 0,59

Diabetes
population size: 768

0 0,8 0,77 0,95 0,79
5 0,79 0,74 0,92 0,76
10 0,75 0,72 0,90 0,73
30 0,61 0,57 0,80 0,6

Iris
population size: 150

0 0,99 0,98 1,00 1,00
5 0,97 0,96 0,99 0,97
10 0,9 0,89 0,95 0,92
30 0,98 0,99 1,00 0,99

connected the network is and how many values each attribute can take
it does not correlate perfectly.

Scaling in the number of data-parties

The results of our experiments with the Asia dataset using multiple
parties can be found in table 3.4. The number of parties has no mean-
ingful impact on the performance of VertiBayes. The minor differences
are due to the inherent variation introduced by several random factors
within VertiBayes, such as the random nature of the synthetic data that
is generated during the second step of VertiBayes.
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Table 3.3: Results of the experiments.
The experiments are grouped per dataset. An AIC closer to 0 is better, a neg-
ative percentage in the AIC difference collumn indicates the federated model
was better. This value is listed in bold if the difference between the federated
AIC and the central AIC is at least 5%

AIC

Dataset Missing data % Centralized learning Federated learning AIC difference

Alarm
population size: 10000

0 -340571 -318469 -6,49%
5 -315856 -313612 -0,71%
10 -340823 -350576 2,86%
30 -444297 -444866 0,13%

Asia
population size: 10000

0 -22555 -22559 0,02%
5 -23430 -23395 -0,15%
10 -24105 -24090 -0,06%
30 -25517 -25613 0,37%

Diabetes
population size: 768

0 -13593 -14407 5,99%
5 -13699 -14556 6,25%
10 -13761 -14408 4,70%
30 -14736 -15136 2,71%

Iris
population size: 150

0 -1036 -1022 -1,33%
5 -1243 -1176 -5,37%
10 -1491 -1022 -31,49%
30 -1099 -1381 25,67%

Figure 3.3: Relative runtime of VertiBayes using various datasets plotted ver-
sus population size, number of attributes, and total number of probabilities
that need to be calculated during the Maximum Likelihood stage.
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Table 3.4: Results of the repeated experiments with multiple parties for the
Asia dataset.

AUC
Number of parties Public validation SCV validation SVDG validation AIC score Running time MS

Asia
Missing data: 0%

2 0,97 1,00 1,00 -22575 142292
3 0,98 1,00 1,00 -22564 144124
4 0,98 1,00 1,00 -22642 145343
5 0,98 1,00 1,00 -22600 144756
6 0,97 1,00 1,00 -22570 142854
7 0,99 1,00 1,00 -22530 144551
8 0,98 1,00 1,00 -22488 145143

Asia
Missing data: 10%

2 0,70 0,71 0,70 -23888 426849
3 0,70 0,70 0,70 -23837 426379
4 0,70 0,69 0,71 -23837 425364
5 0,70 0,70 0,71 -23918 427819
6 0,70 0,71 0,71 -24042 427391
7 0,69 0,69 0,71 -23871 432755
8 0,70 0,70 0,70 -24073 412467
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3.4 Discussion

In this paper, we have proposed a novel method to train Bayesian
networks in a federated setting using vertically partitioned data with
missing values. The results of our experiments have shown that it is
possible to perform both structure and parameter learning of Bayesian
networks in such a setting with reasonable accuracy. Structure learn-
ing can be performed by adapting any of the existing structure learn-
ing algorithms to use a secure multiparty computation algorithm. In
this study, we used a protocol within the K2 algorithm, but the same
approach could be applied to other score-based algorithms or even
constraint-based algorithms such as the PC algorithm[169]. Parame-
ter learning requires one of two approaches. When there is no miss-
ing data present, the scalar product protocol can be used directly to
compute the maximum likelihood, or when missing data is present
the three-step solution described in section 3.2.1 using the EM algo-
rithm can be applied. We will now discuss the performance of Vert-
iBayes compared to a centrally trained model as well as the limitations
in terms of scalability. Lastly, we will discuss the sensitive information
that may be leaked by any Bayesian network and the limitations this
brings in a federated setting.

3.4.1 Model performance and validation

Our experiments show that the resulting models produced by Vert-
iBayes are comparable to the centrally trained models. As such, there
is generally no meaningful difference in terms of AUC or AIC. The
added privacy guarantees make it possible to train a model in a verti-
cally partitioned setting. This takes away certain barriers with respect
to data-sharing, allowing models to be trained on larger sets of data,
which contains data that would have been inaccessible in a central-
ized setting. Utilizing this normally inaccessible data should lead to
improved models in real life scenarios.

Furthermore, the experiments show that it is possible to validate the
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model in a privacy-preserving manner despite it being impossible to
efficiently classify an individual in a privacy-preserving manner.

It is however important to note that in certain edge-cases some valida-
tion approaches can show unreliable results. For example, the SVDG
approach can cause problems when the test-folds are too small and
the bins are generated on the fly while training, as opposed to work-
ing with pre-defined bins. If there are not enough individuals in the
test-set to create multiple accurate bins on the fly this strategy will re-
sult in a loss of information. This was most notable when running the
preliminary experiments with the Iris dataset, which is quite small.

Similarly, the model ran into problems using the SCV approach when-
ever the CPDs become too large because a node has multiple parents
with a significant amount of bins. This is notable in the results of the
Diabetes model. Certain nodes with multiple parents would end up
with CPDs that contained more cells than there are individuals in the
dataset. This led to an overestimation of the AUC if the SCV approach
was used, as it overfits on the training data. However, this was not
an issue when utilizing the SVDG approach, due to the stronger sep-
aration between training and validation data. Using larger bins can
alleviate this problem to some extent. However, the bins cannot be
made arbitrarily large as this will eventually cause a loss of informa-
tion. Using expert-knowledge based discretization strategies tailored
to each dataset, or a better automatic discretization strategy such as the
MDL method mentioned earlier, would help avoid these problems.

These problems of overfitting and loss of information, show that it is
extremely important to have an appropriate discretization strategy. So
long as the potential pitfalls surrounding discretization are addressed,
VertiBayes can be used to train and validate a Bayesian network in a
vertical federated setting.
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3.4.2 Scalability

Any algorithm that is adapted to a federated setting will be slower
than the central counterpart due to the overhead caused by the proto-
cols used to protect privacy. Our experiments confirmed the potential
issues we brought up in section 3.2.1 when we discussed the theoreti-
cal time complexity.

The effects of population-size proved to be negligible. The effects of the
complexity of the network structure, that is to say the number of nodes
and links within the network, is only relevant in so much that it creates
more probabilities to calculate. As expected, the size of the CPDs that
had to be calculated had the greatest effect on the total runtime.

The number of parties also proved to not be very impactful. This intu-
itively makes sense as the bottleneck for VertiBayes lies in the calcula-
tion of the CPDs. When calculating the CPD for a particular attribute
we can easily deduce the maximum parties involved in this calcula-
tion. For example P (X|Y ) will involve at most 2 parties in a vertical
partitioned setting as it only involves 2 attributes. Similarly, calculat-
ing P (X|Y, Z) will involve at most 3 parties. This means that the effect
of the number of parties is naturally limited depending on the maxi-
mum amount of parents a node has in the network structure.

This does mean that there are practical limitations to using VertiBayes,
as it may take too long to train a large or complex network. However,
it should be noted that in certain settings a longer runtime might still
be acceptable. For example, it is perfectly acceptable that training a
model for use in a clinical setting takes an extended amount of time.

3.4.3 Sensitive information in published Bayesian networks

Publishing a Bayesian network, or any machine learning model, will
reveal certain information about the training data, regardless of how
the network is trained. When publishing a Bayesian network two im-
portant aspects will be revealed: the network structure and the CPDs.
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The network structure will only reveal which conditional dependen-
cies exist amongst attributes, which is not sensitive data in most sce-
narios. The CPDs on the other hand, can potentially be used to recon-
struct individual level data from the training-set, when the probabili-
ties in the CPD’s are based on one, or a few individuals. An effective
countermeasure is using k-anonymity[171] to ensure that each proba-
bility in the CPDs represents a minimum amount of samples and that
no probabilities of 0 or 1 are present in the CPDs. Such probabilities
make it considerably easier to deduce individual level data, and they
can also lead to artifacts when using the network.

Lastly, a public Bayesian network can be used by one of the parties
that participated in the training to guess (although not reconstruct) the
data of the other parties based on their own data. Similarly, any third
party with partial data can use the final model to estimate the missing
values in his dataset. This is unavoidable and it should be taken into
consideration when decisions are made about which models are to be
made public.

These concerns imply that there are practical limits to what privacy
preserving techniques should aim for. Trying to prevent any and all
privacy issues using privacy preserving techniques during the training
phase is futile when models are made public as the models themselves
will always reveal some information.

3.4.4 Adapting the structure learning approach

In this article we choose to utilize the K2 algorithm to learn the net-
work structure. Other approaches exist as well, these can be score-
based[143] or constraint based[75]. Extending VertiBayes to utilize one
of these alternatives is possible. At its core VertiBayes uses the pri-
vacy preserving n-scalar product protocol to calculate simple statis-
tics such as the maximum likelihood. Any score based on constraint
based structure learning algorithm that can is based on similar simple
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statistics can be calculated in a privacy preserving manner in a similar
way.

3.5 Conclusion

In this paper, we have proposed a novel approach to train Bayesian
network parameters from a vertically partitioned data with and with-
out missing values. This method can deal with an arbitrary number
of parties, only limited by the runtime. We have shown that there
are no additional privacy risks compared to a centrally trained model
beyond the ones presented by the specific privacy preserving scalar
product protocol implementation used. Our experiments show there
are no meaningful differences in performance between models trained
with VertiBayes and models trained centrally, provided continuous
variables are adequately discretized. They also show it is possible to
estimate the performance of a model with vertically partitioned data
with a reasonable accuracy. As such, VertiBayes is a useful tool for
training Bayesian networks in a vertically partitioned setting. Utiliz-
ing Bayesian networks in a vertically partitioned setting, will unlock
normally inaccessible data, which will lead to improved models in real
life scenarios.

3.6 Future Work

When using the model in a federated setting with a vertical split, it is
currently not possible to efficiently classify or predict a new instance
in a privacy preserving manner using a Bayesian network. It would
be beneficial if a solution for this was found and implemented. In ad-
dition to this, VertiBayes could be improved by implementing more
advanced discretization methods, such as MDL, in a vertically parti-
tioned setting as our current implementation relies either on a very ba-
sic automatic discretization approach or the use of experts, which may
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not be the best discretization approach possible. Additionally, the im-
pact of different missing data mechanisms on our proposed approach
should be investigated. In this article we used data that missed com-
pletely at random, however, we did not look at other missing mech-
anisms, such as missing at random. It would be worthwhile to in-
vestigate whether this significantly influences the performance of the
resulting model. Lastly, it would be beneficial to run experiments in
different real life scenarios to verify how VertiBayes scales in practice,
especially with regards to the number of parties participating. As men-
tioned in subsection 3.4.2 we do not expect major in realistic scenarios,
but this should be verified.
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ature review. en. Dec. 2022. DOI: 10.21203/rs.3.rs-2350540/
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Chapter 4. Federated Ensembles: a literature review

Abstract
Federated learning (FL) allows machine learning algorithms to be
applied to decentralized data when data sharing is not an option due
to privacy concerns. Ensemble-based learning works by training
multiple (weak) classifiers whose output is aggregated. Federated
ensembles are ensembles applied to a federated setting, where each
classifier in the ensemble is trained on one data location. The aim
of this review is to provide an overview of the published literature
on federated ensembles, their applications, the methods used, the
challenges faced, the proposed solutions and their comparative
performance. We searched for publications on federated ensembles
on five databases (ACM Digital Library, IEEE, arXiv, Google scholar
and Scopus) published after 2016.

We found 26 articles describing studies either proposing federated
ensemble applications or comparing federated ensembles to other
federated learning approaches. Federated ensembles were used for
a wide variety of applications beyond classification. Advocates of
federated ensemble mentioned their ability to handle local biases
in data. In comparison to federated learning approaches, federated
ensembles underperformed in small sample sizes and highly class
imbalanced settings. Only 10 articles discussed privacy guarantees or
additional privacy preserving techniques.

Federated ensembles represent an interesting alternative to federated
averaging algorithms that is inherently privacy preserving. They have
proven their versatility but remain underutilized.
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4.1 Introduction

Federated learning (FL) brings machine learning to a setting
where data is divided across various data-owners who wish to
perform an analysis on their combined data while also keeping
their data private[102]. In order to perform these analyses[55], FL
relies on techniques such as ϵ-differential privacy, homomorphic
encryption[135], and multiparty computation (MPC)[202]. A
commonly used approach in FL is federated averaging[118], where
models are iteratively trained on local data and averaged into a global
model. While this approach does perform adequately, it still has
certain drawbacks. For example, it is possible to reverse engineer the
input data based on the local updates that are communicated[191].
Furthermore, this approach generally does not explicitly take into
account heterogeneity across different data sites, in other words, that
the data may not be independent and identically distributed (IID)
over the various parties. While federated models may be able to
deal with certain biases, simply aggregating the updates may result
in a model that performs well on the population at one party, but
poorly on the population of a different party. Even more sophisticated
aggregation schemes may not be able to avoid this.

A possible alternative to this approach is to use ensemble-based learn-
ing[131, 151]. Ensemble based learning works by training multiple
(weak) classifiers. These classifiers work together using an aggrega-
tion scheme, such as majority voting, to jointly classify individuals.
Ensembles rely on having a diverse set of classifiers[98], the intuition
being that if one classifier misclassifies an individual, the other classi-
fiers will cover for this mistake. This allows the ensemble as a whole
to perform at a high level even when the individual classifiers are rel-
atively weak.

The views expressed in this paper are those of the authors and do not necessarily reflect the
policy of Statistics Netherlands.
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Federated ensembles[182], ensembles of classifiers derived from local
data from multiple parties in a federated setting, are an intuitive fit for
a federated setting, as they naturally fulfil the various requirements
this setting imposes. The first requirement fulfiled by ensembles is the
need for privacy, since ensembles avoid the need to share any informa-
tion beyond the local model. This removes the need to share any raw
data and provides a baseline level of privacy.

A second major requirement in federated learning is the handling of
heterogeneous data (not IID) across the various parties. Local biases in
the population of each party might exist and it might be important for
them to be reflected by the model. Ensembles are capable of dealing
with non-IID data[33] in such a setting. Furthermore, an ensemble can
still take advantage of local quirks and avoid overfitting to the data
owned by a dominant data-provider, which is something “traditional”
federated learning models may find difficult.

A third requirement is to keep running time complexity, as well as the
communication overhead incurred by coordination of multiple parties,
within manageable bounds. The need for communication in an ensem-
ble is kept to a minimum, as only the local classifiers need to be shared.
On top of that, the local training can be done in parallel, keeping the
running time to a minimum.

Ensembles also suffer from limitations. Traditionally mentioned
downsides are their reduced interpretability[68], increased
complexity[157], and the fact that finding the right combination of
models in the ensemble is more of an art than a science[8]. Ensembles
rely on combining the output of multiple weak, but diverse, classifiers
to be accurate. If the classifiers are not diverse enough, the ensemble
will not work well.

In this literature review, we will provide an overview of the published
literature on federated learning using ensembles, their applications,
the methods used, the challenges faced, the proposed solutions and
their comparative performance. While previous literature exists that
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compares FL with ensembles, these publications are one-off compar-
isons in specific scenarios and, to the best of our knowledge, no sys-
tematic review on the subject has been published yet.

4.1.1 A short introduction to federated learning

As briefly mentioned before, FL is a machine learning approach that
can be used in settings where data is spread over multiple parties. This
data may not be collected centrally due to privacy concerns. Since the
data cannot be centrally collected to run an analysis on, users need to
bring the analysis to the individual parties and run calculations locally.
Results of these local calculations can then be shared in a privacy pre-
serving manner to execute a complex analysis[43]. An illustration of
this approach can be found in figure 4.1. This is often done as part of
an iterative process.

Figure 4.1: The personal health train approach[43]; instead of bringing the
data to the researcher the researcher brings an algorithm to the data. Results
are combined in a privacy preserving manner, and the researcher only sees
the end result.

Broadly speaking, the data can be split up in three different ways: hor-
izontally, vertically, or in a hybrid manner. Data is said to be horizon-
tally split if different parties have access to the same set of attributes,
but for different subsets of the global population. It is said to be verti-
cally split if the different parties have data concerning the same popu-
lation, but each party has a different set of attributes. A hybrid scenario
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Figure 4.2: Illustrative examples of different data splits.

includes both types of splits at once. A horizontal and vertical scenario
are illustrated in figure 4.2.

Horizontally split scenarios are often considered easier as averaging
the local results from each party is a straightforward solution that can
be used to apply several machine learning algorithms in these split
settings[118]. However, averaging local results is not a viable solution
for vertical splits. As a result algorithms for vertically split scenarios
often need to be more complex to properly preserve privacy.

4.1.2 A simple taxonomy of federated ensembles

When creating a taxonomy for ensemble learning one traditionally fo-
cuses on the following questions[149, 74].

• What (mix of) base-classifier(s) is used?

• Which voting scheme is used to combine the individual votes
into the final classification?

• How large is the ensemble?

• How is diversity among classifiers within the ensemble ensured?
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A taxonomy of federated ensembles will largely focus on the same
questions. Additionally, since federated ensembles specifically take
advantage of the inherent data split present in a federated setting the
question of how to ensure diversity is simplified.

The most basic version of a federated ensemble will simply create a
classifier per party present in the federated scenario. This will natu-
rally ensure a certain level of diversity among the classifiers. However,
it is possible to improve on this diversity if the parties can be divided
into distinct groups. In this case it may be interesting to implement an
ensemble with a classifier for each such group. An illustrative exam-
ple can be found in figure 4.3. This usage of the natural split present
in a federated setting and the potential grouping of parties is the main
aspect on which a taxonomy of federated ensembles will differ from a
taxonomy of classical ensembles.
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Figure 4.3: Illustrative example of two possible sets of base classifiers that can
be used to create a federated ensemble. One set uses a classifier per party,
the other set groups the parties based on their geographical region and then
creates a classifier per region.
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4.2 Methods

4.2.1 Sources

The following five databases are searched: ACM Digital Library,
IEEE, arXiv, Google scholar and Scopus. We include arXiv because
we wanted to include relevant preprints that have not been
peer-reviewed yet. The search was executed on 19/7/2021.

4.2.2 Query

The query used combines the terms “federated learning” “ensemble*”
with the AND operator. These terms are searched in the full text, ref-
erences and meta-data of the articles.

4.2.3 Exclusion and inclusion criteria

Articles are included in the literature review if they discus the use of
federated ensembles, defined as ensembles formed by classifiers learnt
from local data. These articles either position federated ensembles as a
solution to a particular problem, or use federated ensembles as a com-
parator. We use the following exclusion criteria to screen the records
found.

• Anything published before 2015 is excluded, because the term
“federated learning” was introduced in 2016 by Google.

• Everything that is not a scientific journal or conference proceed-
ings, such as a book, was excluded.

• Articles that do not discuss federated ensembles, but were in-
cluded in the search results for the following reasons:

1. The single appearance of any keyword or any synonym, is
in the references, or one-time mentions to these references
(i.e. X et al. used ensembles to solve this).
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2. The keywords are used as a polysemy; i.e. the word ensem-
ble in a musical context can be used to refer to a band or
orchestra[16].

3. The keywords are used in two independent contexts; i.e., a
publication on cryptography mentioning that an ensemble-
based attack can be effective against a federated system;
however, the attack itself is not federated.

4. Only mention federated ensembles as potential future work.

5. Publication is a literature review.

6. The publication discusses an ensemble based technique
where models are trained. locally, but these are then
aggregated into one model[26]. These can be considered
“Ensemble inspired federated techniques”.

7. Federated implementations of Ensemble classifiers, such as
random forest[108], that do not utilizes the federated nature
of the data to attempt to gain an advantage. This can be
considered “Non-federated Ensembles”.

In order to determine if a publication was eligible, we first screened
the title and abstract. Due to the limited information available in the
abstract and title, it was often required to also quickly scan the full text
for the relevant keywords. The PRISMA diagram of our search results
can be seen in figure 4.4.
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Figure 4.4: PRISMA diagram
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4.2.4 Data items

First, we are interested if the publication focuses on horizontal or ver-
tical partitioned data. Second, we want to know in which scenarios
the proposed methods are appropriate, as well as what their goals are.
Furthermore, we want to know what privacy guarantees are given, if
any. Lastly, we are interested in the experimental setup; what type of
data was used, how many parties were involved, the population size
of the test setup, the performance of the models, etc. In addition to
these more generic aspects, we also want to know the specific details
of the ensembles. We investigate if they require specific base-classifiers
and what voting schemes are used.

4.3 Results

We found 886 articles in total during our search, 860 of which were
excluded, resulting in 26 articles that were fully reviewed. We will
discuss the results of the reviews in the following sections.

4.3.1 Thematic grouping

The initial screening allows us to group the publications resulting in
the following two relevant categories:

1. Federated ensembles: each party maintains its own model, these
are combined into an ensemble (e.g., via voting). This category
we are most interested in as it represents publications that pro-
pose new federated ensemble solutions.

2. Federated learning is compared against federated ensembles.
This category is interesting because it directly compares
federated ensembles with other federated learning techniques,
and as such may give an insight as to when using ensembles in
a federated setting is a good idea.
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The papers in these two groups were considered for inclusion in this
review. These publications were read in detail.

In the following subsections, we will present our findings about the
final set of selected papers. First, we will broadly discuss noticeable
trends in the two categories we have determined to be of interest. Then
we will go more in depth about how they handled privacy and their
experimental validation. Lastly, we will discuss the notion of combin-
ing “standard” federated learning with federated ensembles.

Federated ensembles

We will first discuss the publications which propose federated ensem-
bles, that is, specifically take advantage of the naturally occurring split
in data to build the ensembles by training one or more local models
per data-owning party. This group of publications contains 20 out of
the 26 publications included in this review.

A summary of the relevant aspects of these publications can be found
in table 1.

There is a varied set of goals in the publications describing federated
ensembles. These do not only discuss straightforward classification
tasks, but also attempt to solve other problems. Other subjects
included learning or sharing various forms of information in a privacy
preserving manner, such as; generating synthetic data which can be
used for further analyses without fear of leaking privacy sensitive
data[66], sharing labels[115], learning hyperparameters[160], and
fulfiling a segmentation task[62]. Furthermore, there are publications
focused on providing protection against various attacks[24]. Some
publications utilize ensembles to deal with unreliable up-time of
devices[162]. In addition to this, ensembles are utilized to create
dedicated classifiers for subpopulations or even entirely separate
complex subtasks[127]. Lastly, there are publications which simply
recommended certain approaches to learning classifiers[127, 182, 132].
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Another noteworthy aspect is that the ensembles in these publications
are often specifically employed to handle heterogeneity in the data.
This can be as simple as capturing small, but significant, local biases in
the population. There are also attempts to deal with more complicated
forms of heterogeneity such as open set problems, where each node
can have a different set of locally known class labels. Lastly, there are
ensembles that were created out of dedicated “expert” classifiers that
focus on specific class labels.

Several papers combine both federated learning and ensemble learn-
ing. Instead of training a model for each party, they propose dividing
the number of parties into multiple groups, train a model per group
(using a federated approach such as federated averaging) and then
combine these models in an ensemble.[24] did this to protect against
byzantine attacks. The logic behind their method being that this way
only one classifier in the ensemble would ever be poisoned if a node
got corrupted. Thus, minimizing the risk of poisoning attacks.[127]
did this to create several layers of (ensembles of) classifiers which han-
dle more and more specific tasks. For example, a system that is being
trained to recognize handwriting could consist of a classifier trained to
recognize different types of scripts (Latin vs. Korean), combined with a
classifier trained to recognize a specific individual’s handwriting. This
approach results in a more robust model that can deal with complex
tasks while providing added security as a corrupted, or broken, party
will only ever affect one model in the ensemble, thus limiting the po-
tential damage it can do.

Comparisons between federated ensembles & other types of
federated learning

Next we will discuss the papers which explicitly compare federated
ensembles against other types of federated learning. These articles use
a basic ensemble setup (e.g. without feature selection or hyperparame-
ter tuning) and compare it to either an established federated setup (e.g.

82



fedAVG) or their own federated proposal. A summary of the relevant
aspects of these publications can be found in table 2.

All six articles claim federated learning outperforms federated ensem-
bles. Two papers acknowledge multiple reasons why their experimen-
tal setup may not be optimal for ensembles, such as a small local pop-
ulation size and potential biases in the local populations and admit
this may be a potential explanation for their relatively poor perfor-
mance[187, 52]. The remaining four papers do not give any such expla-
nations and argue that ensembles are a poor choice due to the inherent
heterogeneous nature of the data in a federated setting. This is in di-
rect contrast to the papers discussed in the previous subsection, which
explicitly claim federated ensembles work especially well with hetero-
geneous data.

4.3.2 Privacy

Surprisingly, 16 out of the 26 papers included do not discuss privacy at
all or mention it only in passing, despite privacy being a major concern
within federated learning. Those that mention it, utilize a number of
different ways to attempt to protect privacy.

First, the papers that do discuss privacy agree that the use of federated
ensembles naturally limits the amount of data to be shared, which is
a significant advantage. Most only share the final local models, but
some papers also share some additional statistics.[196] shares a min-
imal amount of raw data, which is covered by a privacy budget. On
the other hand,[10] shares some statistics that are used to determine
if a given classifier would be relevant for a given individual e.g., “this
classifier was trained on male patients”. The authors acknowledge that
this is a potential leak, but they claim that these statistics are safe to
share.

In addition to this, three of the methods proposed do not even share
the final model. They only share the predictions made for a new in-
dividual that needs to be classified. In these cases, privacy is also fur-
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ther amplified by utilizing differential privacy (for example, adding
noise to the predictions under the assumption the noise will average
out within the ensemble), as well as homomorphic encryption to ob-
fuscate the partial predictions of the local classifiers.

An example of this is[28], which attempts to hide as much as possible,
reveals only the final classification, and keeps even the models secret.
This secrecy is justified because expert knowledge about specific at-
tributes could be used to deduce information. For example, if a node
“suspected fraud” is present in a decision tree it stands to reason that
the child with fewer individuals corresponds to true, as only a small
subset of the population is ever suspected of fraud. However, it does
note that it should still be possible to inspect the models locally, for
example to ensure legal compliance. For example, one should be able
to validate a model does not discriminate on the grounds of race.

Finally, some of the methods require an extra step to align the classi-
fiers in the ensemble, which may have privacy implications. For exam-
ple,[146] acknowledges that the need to align its experts can result in
a potential leak. However, the authors claim that this is a sufficiently
difficult task that in practice it will not be a concern.

4.3.3 Experimental validation

The experimental validation in the various papers shows the versatil-
ity of ensembles on a wide range of classification problems on differ-
ent types of data as the majority show successful experiments where
the ensembles are compared to other approaches. The reviewed pa-
pers work with both tabular (17 articles) and image data (12 articles).
Horizontal (20 articles) and vertically split data (1 article), as well as
a combination of the two (3 articles) can be dealt with by the ensem-
bles. The number of parties involved in the experiments varies greatly,
ranging from two to 250. Most articles focus on 2-10 parties and the ar-
ticles with 20+ parties are all focused on horizontal partitioning. There
are also multiple experiments that test the performance of ensembles
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when the population is heavily skewed across parties. Both in the
sense of one class-label being over/underrepresented at a certain party
as well as a given party having a much greater population.

The publications comparing ensembles with federated learning do
show it is possible to create scenarios where the individual classifiers
are so weak the ensemble as a whole still cannot compete with the
larger federated classifier[78, 103, 52, 187]. It should however be
noted that in these scenarios the local population was either extremely
small, very imbalanced resulting in overfitting on the majority
class[78, 52], or it was acknowledged that the ensemble would have
benefited from a different experimental setup[187]. Several of the
publications acknowledge these issues, while the others do not
discuss these aspects of their experimental setup. Regardless of this
acknowledgment, these articles do show a weakness that needs to be
considered. If the local population is extremely small or imbalanced,
a small ensemble consisting of only a few classifiers is not going to
perform adequately.
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Year & Author Base model Voting scheme Data split Appropriate
scenarios/Goals Privacy guarantees Dataset type Number of parties Population Comments

[66] Differentially
private decision trees

Majority voting,
Average voting Horizontal Data-sharing Differential privacy to share

the trees in the ensemble.

Census of income
Default on credit cards

Diabetes
Bike Sharing

Online news popularity

10 -100 1,151-45,211
Generates synthetic data

to train models thus
preserving privacy.

[183] Any Dynamic policy-based Both Classification Not applicable
Toy example

bird-song data
terrorism data

2 Not reported

[139]
Neural networks

with similar
architecture

Highest confidence
Average voting

Horizontal
with missing data Open-set classification Only final model is shared Simulated medical data 4 320

[196] Any Max model prediction Horizontal Classification with
locally biased data

Privacy budget –
minimize exchange of data.

Local models shared
as black boxes.

Toy example
Fashion-MNIST

Handwriting data
3-7 1,000- 128,300 Takes advantage of local biases

and retraining the local models

[182] Any Dynamic policy based both Classification with
heterogeneous data Not discussed NSL-KDD 3 Millions

Dynamic ensembles
for optimal classification.

Considerable improvements
for specific domains,

especially the underrepresented,
compared to majority voting.

[5] Any Weighted average Horizontal Classification with
specialized sites Not discussed MNIST

CIFAR-10 feb-45 60 Ensemble of classifiers with
known different expertise

[62] Neural networks Arithmetic mean Horizontal Semantic segmentation Differential privacy based
on noisy voting / PATE BraTS 2019 8 310

PATE first trains local models.
Local models then

form an ensemble to label public set.
Public set can then be used for training.

[10] Any parametric
model Average voting Horizontal

Classification with
real-time updates

& heterogeneous data

Only local models
and aggregated data shared.

Intel Lab Gas Sensor Array Drift
Unmanned Surface Vehicles apr-25 1,672-2,300,000 Creates dynamic ensembles

based on the individual to be classified.

[113] Any Majority vote Horizontal
Classification without

sharing models
nor local classifications

Homomorphic encryption
during aggregation.
Differential privacy
for final prediction.

MNIST
NSL-KDD

breast cancer data set
20-250 569- 25,000

[132] Any Average voting
majority voting Horizontal Classification Not discussed MNIST Not reported Training: 60,000

Test: 10,000

[87] Gradient-based models Weighted average Horizontal Classification with
locally biased data Not discussed

Synthetic temperature data
Bird behavior data
Synthetic dataset

5-150 50-1,500
Classifiers in the model take into

account how far they diverge
from neighbors while training.

[107] Neural networks Weighted average Horizontal Classification with
heterogeneous data Not discussed PeMS 20 Not reported.

Combines fedAVG-style learning
with ensembles:

divide parties into K-clusters.
Train a NN on these clusters using fedAVG.

[162] Neural networks
(applicable to others) Average voting Both

Classification with
unreliable devices and

heterogeneous data
Not discussed CIFAR-10 16 60

[28] Random forests Majority vote Vertical Classification Homomorphic encryption
Credit1
Credit2

JDT
2 30,000-1,500.000 Focus on not revealing attributes

[24] Neural networks Majority vote Horizontal
Classification while
protecting against
byzantine attacks

Not discussed MNIST HAR 30-1000 10,299- 70.000
Federated learning with

an ensemble of classifiers
trained on K out of N nodes

[172] Tree-based
(applicable to others) Average voting Horizontal Classification with

heterogeneous data Not discussed eICU-CRD 20 7,022
Custom ensembles

(in terms of site & population similarity)
to deal with heterogeneous data

[115] Random forest Not discussed Horizontal
Classification with

partially overlapping
incomplete labels

Not discussed Assays from companies 5 11,791

[127] Not discussed Not discussed. Horizontal
Classification with
tasks that can be

divided into subtasks
Not discussed Not discussed Not applicable Not applicable

Ensemble of (an ensemble of)
models with each specializing

in a certain aspect of the overarching task

[146] Neural network Weighted average Horizontal Classification with
heterogeneous cluster data

Privacy weaknesses
assessed .

MINST
CiIFAR10

CiIFAR100
20-100 Not reported

Ensemble of federated classifiers
where each classifier is specialized

in a certain population.

[160] Any Weighted average Horizontal Classification and
hyperparameters learning Not discussed

MINST
FASHION-MINST

Covertype
HAR

4 10,299-60,000

Learning hyperparameters,
either as ensemble

with different parameters per party
or as one shared set of hyperparameters.
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Year & Author Base model Voting scheme Data split Appropriate
scenarios/Goals Privacy guarantees Dataset type Number of parties Population Comments

[66] Differentially
private decision trees

Majority voting,
Average voting Horizontal Data-sharing Differential privacy to share

the trees in the ensemble.

Census of income
Default on credit cards

Diabetes
Bike Sharing

Online news popularity

10 -100 1,151-45,211
Generates synthetic data

to train models thus
preserving privacy.

[183] Any Dynamic policy-based Both Classification Not applicable
Toy example

bird-song data
terrorism data

2 Not reported

[139]
Neural networks

with similar
architecture

Highest confidence
Average voting

Horizontal
with missing data Open-set classification Only final model is shared Simulated medical data 4 320

[196] Any Max model prediction Horizontal Classification with
locally biased data

Privacy budget –
minimize exchange of data.

Local models shared
as black boxes.

Toy example
Fashion-MNIST

Handwriting data
3-7 1,000- 128,300 Takes advantage of local biases

and retraining the local models

[182] Any Dynamic policy based both Classification with
heterogeneous data Not discussed NSL-KDD 3 Millions

Dynamic ensembles
for optimal classification.

Considerable improvements
for specific domains,

especially the underrepresented,
compared to majority voting.

[5] Any Weighted average Horizontal Classification with
specialized sites Not discussed MNIST

CIFAR-10 feb-45 60 Ensemble of classifiers with
known different expertise

[62] Neural networks Arithmetic mean Horizontal Semantic segmentation Differential privacy based
on noisy voting / PATE BraTS 2019 8 310

PATE first trains local models.
Local models then

form an ensemble to label public set.
Public set can then be used for training.

[10] Any parametric
model Average voting Horizontal

Classification with
real-time updates

& heterogeneous data

Only local models
and aggregated data shared.

Intel Lab Gas Sensor Array Drift
Unmanned Surface Vehicles apr-25 1,672-2,300,000 Creates dynamic ensembles

based on the individual to be classified.

[113] Any Majority vote Horizontal
Classification without

sharing models
nor local classifications

Homomorphic encryption
during aggregation.
Differential privacy
for final prediction.

MNIST
NSL-KDD

breast cancer data set
20-250 569- 25,000

[132] Any Average voting
majority voting Horizontal Classification Not discussed MNIST Not reported Training: 60,000

Test: 10,000

[87] Gradient-based models Weighted average Horizontal Classification with
locally biased data Not discussed

Synthetic temperature data
Bird behavior data
Synthetic dataset

5-150 50-1,500
Classifiers in the model take into

account how far they diverge
from neighbors while training.

[107] Neural networks Weighted average Horizontal Classification with
heterogeneous data Not discussed PeMS 20 Not reported.

Combines fedAVG-style learning
with ensembles:

divide parties into K-clusters.
Train a NN on these clusters using fedAVG.

[162] Neural networks
(applicable to others) Average voting Both

Classification with
unreliable devices and

heterogeneous data
Not discussed CIFAR-10 16 60

[28] Random forests Majority vote Vertical Classification Homomorphic encryption
Credit1
Credit2

JDT
2 30,000-1,500.000 Focus on not revealing attributes

[24] Neural networks Majority vote Horizontal
Classification while
protecting against
byzantine attacks

Not discussed MNIST HAR 30-1000 10,299- 70.000
Federated learning with

an ensemble of classifiers
trained on K out of N nodes

[172] Tree-based
(applicable to others) Average voting Horizontal Classification with

heterogeneous data Not discussed eICU-CRD 20 7,022
Custom ensembles

(in terms of site & population similarity)
to deal with heterogeneous data

[115] Random forest Not discussed Horizontal
Classification with

partially overlapping
incomplete labels

Not discussed Assays from companies 5 11,791

[127] Not discussed Not discussed. Horizontal
Classification with
tasks that can be

divided into subtasks
Not discussed Not discussed Not applicable Not applicable

Ensemble of (an ensemble of)
models with each specializing

in a certain aspect of the overarching task

[146] Neural network Weighted average Horizontal Classification with
heterogeneous cluster data

Privacy weaknesses
assessed .

MINST
CiIFAR10
CiIFAR100

20-100 Not reported
Ensemble of federated classifiers

where each classifier is specialized
in a certain population.

[160] Any Weighted average Horizontal Classification and
hyperparameters learning Not discussed

MINST
FASHION-MINST

Covertype
HAR

4 10,299-60,000

Learning hyperparameters,
either as ensemble

with different parameters per party
or as one shared set of hyperparameters.
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4.4 Discussion

In this article, we have reviewed the existing literature on federated
ensembles. We found two sets of relevant articles. The reviewed arti-
cles show that federated ensembles are not just useful for classification,
but for a wide range of tasks such as synthetic data generation, label
sharing, security and many more, further accentuating the potential of
ensembles in a federated setting. Federated ensembles are applied to
settings with both vertically and horizontally split data. The articles
mostly discuss IoT settings with a high number of parties as well as
smaller cross-silo settings with only a handful of parties.

We found a collection of articles that compare federated ensembles
with other federated learning techniques, which consistently claim
that federated ensembles are outperformed by federated learning.
This is not surprising as the aim of these papers is largely to promote
their own proposed method when comparing it with federated
ensembles. These papers often suffer from suboptimal experimental
setups for the ensemble approaches. Local classifiers are left with
populations that are too small, resulting in underfitting, or with
extremely biased populations, where certain groups are significantly
under/overrepresented, resulting in overfitting on the dominant
groups, or in certain cases, both of these problems. Consequently,
the ensembles perform poorly. Two of the six articles in this set
acknowledge how their setup could potentially explain the poor
performance of the ensembles. The remaining four simply claim
ensembles are a poor fit due to the heterogeneity present in federated
learning. However, it should be noted that both Ensemble Learning as
a field, and many of the publications promoting the use of Federated
Ensembles, claim the exact opposite, that is, that ensembles are
especially suited to deal with heterogeneous data as it results in
diverse classifiers, which ensembles need[98].

It is, however, still important to note that these flawed experimental
setups do capture one of the major drawbacks ensembles face. An en-
semble relies on the mistakes of an individual classifier being over-
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ruled by the majority of the ensemble; hence, an ensemble needs a
diverse set of classifiers to function. It is important to keep in mind
that what exactly is required to ensure sufficient diversity within the
ensemble will depend on the classifiers used within the ensemble. An
ensemble of neural networks will have different requirements regard-
ing minimum local population size and its capabilities to deal with
imbalanced data than an ensemble of decision trees. If this diversity
cannot be achieved, for example because locally available data is ex-
tremely limited, such as in these experiments, then federated ensem-
bles will perform poorly.

The publications proposing the various federated ensembles
consistently show that ensembles work well in a federated setting
and provide strong privacy guarantees while being relatively easy
to implement. This is however not their greatest strength. Their
greatest strength lies in their ability to work with heterogeneous
non-IID data without losing information. This makes it easier to
personalize, or specialize, an ensemble-based approach. Especially
when the ensemble can be created dynamically based on the input of
the to-be-classified individual. It also allows ensembles to capture
outliers and underrepresented groups. In a regular federated setting,
it is possible for a subset of the population to become dominant, for
example because one data source is much larger than the others. This
can result in a skewed final model. An ensemble approach avoids
this potential problem. A realistic scenario where this is relevant is
for example when a small rural hospital cooperates with a big urban
hospital. The bigger urban population might drown out the rural
population when using a traditional federated approach, but the
smaller rural population can still be represented properly when using
an (weighted) ensemble. In extremis, an ensemble can even be used
to create a varied set of experts, not just capturing outliers but also
specializing in various subtasks[127].

Not only can the ensembles in this set of articles deal with generally
heterogeneous data, but they can even deal with open set problems: it
is not necessary for each party to know every possible label present in
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Year & Author Data split Appropriate scenarios/Goal Privacy guarantees Dataset type Number of parties Population Comments

[185] Horizontal Classification with local biases
and incomplete class set Not discussed

ImageNet,
LSUN,

Places36
3-20 10,000+

[78] Horizontal Classification Privacy preserving
oversampling

MNIST1,
KDD99 6c2,

SDD3,
Statlog Data Set 4,

HAR5,
STL-10 dataset

Not reported 2,000-18,000
Extreme imbalance

(1:100 minority / majority class ratio).
Impact on ensembles not discussed.

[103] Horizontal Classification Noise and
ϵ-differential privacy

ABIDE I
preprocessed dataset 4 Patients: 370

Total images: 63,550

Different validation scheme for
federated learning and ensembles.

Validation scheme unfavorable for ensembles.
Possible effects biases in

dataset not discussed.

[25] Horizontal Classification with
heterogeneous data Not discussed

NSL-KDD,
DS2OS Traffic Traces,

SCADA Traffic
and Payload Datasets,

gas & water

4 Millions of instances

[52] Horizontal Classification Differential privacy
Image dataset of crops

tabular data about
state of the land.

9-11
Images: 30 per party

Tabular data:
9 US states / 1 entry per county.

Acknowledges low training population
influencing ensemble performance.

[187] Horizontal Learning a
side-channel attack Not discussed Energy consumption

of a chip Training: 3 Validation:6 Training: 300,000 per party
Validation: 1,000 per party

Test-setup is acknowledged to
be not optimal for ensembles

the ensemble to be able to deal with all labels. A classifier can even be
given the option to abstain from voting in the ensemble, or simply vote
“unknown” when a certain label is locally unknown. This makes it
possible for accurate ensembles to be created even when local datasets
contain extremely biased populations[139].

A drawback of ensembles, especially in a vertically split federated set-
tings, is that they may struggle to find interactions between variables
owned by different parties and thus, in different local classifiers. There
are some workarounds for this, for example, certain forms of feature
selection can still be applied to the ensemble[33] or one can implement
a federated method to calculate statistical measures such as the covari-
ance for such variables[111, 104], but it remains a practical limitation.
Another drawback ensembles may potentially face in a federated set-
ting is an explosion in the size of the ensemble. While in a cross-silo
federated learning environment, the number of classifiers would be
affordable, in the Internet of Things (IoT), where it is possible to have
hundreds, thousands, or even more devices in a network, it may not
be practical to create an ensemble.

An unexpected trend we have observed in the literature is ensemble
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Year & Author Data split Appropriate scenarios/Goal Privacy guarantees Dataset type Number of parties Population Comments

[185] Horizontal Classification with local biases
and incomplete class set Not discussed

ImageNet,
LSUN,

Places36
3-20 10,000+

[78] Horizontal Classification Privacy preserving
oversampling

MNIST1,
KDD99 6c2,

SDD3,
Statlog Data Set 4,

HAR5,
STL-10 dataset

Not reported 2,000-18,000
Extreme imbalance

(1:100 minority / majority class ratio).
Impact on ensembles not discussed.

[103] Horizontal Classification Noise and
ϵ-differential privacy

ABIDE I
preprocessed dataset 4 Patients: 370

Total images: 63,550

Different validation scheme for
federated learning and ensembles.

Validation scheme unfavorable for ensembles.
Possible effects biases in

dataset not discussed.

[25] Horizontal Classification with
heterogeneous data Not discussed

NSL-KDD,
DS2OS Traffic Traces,

SCADA Traffic
and Payload Datasets,

gas & water

4 Millions of instances

[52] Horizontal Classification Differential privacy
Image dataset of crops

tabular data about
state of the land.

9-11
Images: 30 per party

Tabular data:
9 US states / 1 entry per county.

Acknowledges low training population
influencing ensemble performance.

[187] Horizontal Learning a
side-channel attack Not discussed Energy consumption

of a chip Training: 3 Validation:6 Training: 300,000 per party
Validation: 1,000 per party

Test-setup is acknowledged to
be not optimal for ensembles

Table 4.2: Publications comparing federated learning
to ensemble learning

based learning and federated learning being frequently presented as
completely separate, competing choices[52, 78]. We did not expect this
due to the natural fit ensembles have for this environment. We sus-
pect this is due to how federated learning first originated. Federated
learning was first used in, and is still primarily focused on, IoT set-
tings with edge devices. These settings pose two major issues for en-
sembles. First, the need to run computations on relatively weak edge
devices means it is not always possible to train, or even just run, a
sophisticated model locally. Secondly, these settings are normally pop-
ulated by many devices. While some of the papers shown here do
utilize large ensembles consisting of hundreds of classifiers, this is still
comparatively small to a realistic IoT setting, which can easily include
thousands of devices. It may simply not be practical to use an ensem-
ble in such a setting. However, as mentioned before, outside of the IoT
setting, these issues are not relevant. As such, we would have expected
ensembles to be viewed as a common federated learning solution in
cross silo settings.
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Our search strategy might have some limitations. We use a broad
search query because an initial exploratory search indicated that lim-
iting the search of key terms to titles, keywords and abstracts would
have resulted in the exclusion relevant papers. The downside of such
a broad query is that we encounter many false positives (e.g. articles
from a conference unrelated to federated learning with the word “fed-
erated” in its name or articles referring to ensemble orchestras). An-
other issue is that using synonyms for “federated” results in a high
proportion of false positives, due, among others, to the existence of the
so-called “distributed ensembles”, which are unrelated to federated
learning. For this reason, the search is limited to articles published in
2016 or later, because the term “federated learning” was introduced
by Google researchers in 2016. Therefore, there may have been older
articles focused on federated ensembles, but using different terminol-
ogy, that we may have missed due to our search strategy. However,
based on the references from the articles reviewed, we are confident
that almost all relevant publications were covered in this review.

The articles we found indicate there are still at least three important
open questions regarding federated ensembles. The first question is
how to deal with the outcome (or class-labels) only being available
at one party in a vertical setting. This makes building a model fully
locally impossible and building a federated model where only one at-
tribute is locally missing may pose an increased risk of information
leakage for certain models. However, it could also prove beneficial for
certain models as less information is shared that needs to be protected.
None of the articles discussed this question.

The second question concerns detecting correlations between
attributes that are spread across the various data owners in a
federated setting, and thus across the various models. This is a
general downside of ensembles, as ensembles are more complex to
interpret than a single model. It is possible to apply certain feature
selection methods to ensembles even when the data that is split is not
IID[92]. The more accurate methods rely on wrapper based feature
selection and may detect interactions between the variables used by
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different models by maximizing the performance of the ensemble as a
whole[105, 33, 92]. However, these may not be viable in a federated
setting due to privacy and time complexity constraints. On the other
hand, existing federated methods for correlation detection, which
often implement filter-based feature selection, might not result in the
best possible ensembles, as they cannot detect interactions across the
models. There is also a minor risk that filter-based feature selection
will end up dropping variables that contain correlations, which only
become relevant when looking at the ensemble as a whole, while they
appear irrelevant when considered in isolation.

The third open question is how to best exploit the advantages of feder-
ated ensembles in a vertically split setting. The articles do repeatedly
mention that ensembles are very good at dealing with biases in the
data as well as non-IID data. However, no one discusses how to detect
and purposefully take advantage of subtle biases in a vertical setting.
For example, there will be a dependency when one party is a General
Practitioner (GP) and the other is the specialist the patient was referred
to by the GP based on what the GP saw. Detecting these dependencies
and taking advantage of them via federated ensembles would be ben-
eficial.

4.5 Conclusion

In this literature review, we have provided an overview of the cur-
rent state of federated ensembles. The existing literature shows that
this is a promising field; as federated ensembles have been shown to
be applicable to a wide range of different tasks in a federated setting
and be able to deal with both horizontally and vertically split data. In
addition, they are a good fit for federated learning due to their pri-
vacy guarantees and their ability deal with the inherent heterogeneity
and non-IID nature of distributed data in the real world. However,
some studies have also shown that federated ensembles are not the
best choice in every situation and provide a cautionary tale about the
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use of ensembles when local data is too biased or the local population
too small. In conclusion, we believe federated ensembles will play a
more important role within the federated learning community in the
near future, especially outside the IoT setting. Lastly, there are three
important open questions regarding federated ensembles that have not
been discussed in the literature: how to share class labels in a vertically
partitioned setting, how to determine correlations between variables in
different parties, and how to best detect and exploit the subtle biases
and dependencies in a vertically split scenario. These three questions
pose interesting avenues for future work.
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5
Federated Bayesian Network

Ensembles

Adapted from: Florian Van Daalen et al. “Federated Bayesian Net-
work Ensembles”. In: 2023 Eighth International Conference on Fog and
Mobile Edge Computing (FMEC). IEEE. 2023, pp. 22–33.
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Abstract
Federated learning allows us to run machine learning algorithms on
decentralized data when data sharing is not permitted due to privacy
concerns. Ensemble-based learning works by training multiple (weak)
classifiers whose output is aggregated. Federated ensembles are en-
sembles applied to a federated setting, where each classifier in the en-
semble is trained on one data location. In this article, we explore the
use of federated Bayesian network ensembles (FBNE) in a range of ex-
periments and compare their performance with both locally trained
models and models trained with VertiBayes, a federated learning al-
gorithm to train Bayesian networks from decentralized data. Our re-
sults show that FBNE outperform local models and provides, among
other advantages, a significant increase in training speed compared
with VertiBayes while maintaining a similar performance in most set-
tings. We show that FBNE are a potentially useful tool within the fed-
erated learning toolbox, especially when local populations are heavily
biased, or there is a strong imbalance in population size across par-
ties. We discuss the advantages and disadvantages of this approach
in terms of time complexity, model accuracy, privacy protection, and
model interpretability.
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5.1 Introduction

Federated learning allows machine learning algorithms to be applied
to decentralized data when data sharing is not an option due to
privacy concerns[93]. Traditionally federated learning approaches
train a model iteratively on local data[118]. The local results are
then averaged back into a single global model. Privacy is preserved
using epsilon-differential privacy[55], homomorphic encryption[135],
and multiparty computation (MPC)[202] during this process. The
specific techniques used depend on the way the data is split across the
various parties. If the data is split horizontally, i.e. each party has data
belonging to a different population but the attributes are the same,
simpler techniques can be used. While this approach yields good
results in many cases, it suffers from several limitations.

A major downside is that it does not explicitly consider heterogene-
ity across different data sites. It assumes that the data is independent
and identically distributed (IID) over the various parties. However, in
practice, federated environments will often be subject to local biases. A
common scenario in which federated learning is implemented occurs
when multiple hospitals combine their data to build a joint model[43].
These hospitals may have very different population sizes, which may
cause the final model to overfit on the biggest hospital. Additionally,
the hospitals might have biases in their populations: i.e., an urban and
a rural hospital will have different patient populations. Furthermore,
the hospitals may even be on opposite sides of the globe, adding fur-
ther biases into the distribution due to cultural, socio-economic, and
many other factors. Simply averaging over these diverse populations
may result in models that fit neither population, or it may result in the

The views expressed in this paper are those of the authors and do not necessarily reflect the
policy of Statistics Netherlands.

This research received funding from the Netherlands Organization for Scientific Research
(NWO): Coronary ARtery disease: Risk estimations and Interventions for prevention and
EaRly detection (CARRIER): project nr. 628.011.212.
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model overfitting on one particular population, while ignoring oth-
ers.

If the data is split vertically, i.e. when different parties have different
variables about the same population, it may be possible that there are
dependencies between the parties. For example, if one party is a gen-
eral practitioner (GP) and the other party is the specialist clinician, the
GP might have referred the patient to the specialist and there will be
a dependency between the two datasets. The GP might, for example,
have started treatment based on the data he has, which will influence
the data the specialist receives.

These diverse types of bias may create problems when using the tradi-
tional federated learning approach. An alternative is the use of feder-
ated ensembles; ensembles of classifiers each of which has been trained
on the local data of each party in a federated setting[36]. Ensemble
based learning works by combining multiple (weak) classifiers which
work together to jointly produce classifications using various voting
schemes[131]. It relies on a diverse set of classifiers, under the as-
sumption that if one classifier makes a mistake the other classifiers will
correct it. This allows ensembles to achieve a high performance, even
when the individual classifiers are weak. A major advantage of en-
semble learning is that it can deal with non-IID data[32]. It can even
take advantage of the dependencies by using (dynamically) weighted
voting schemes. For example, an ensemble of experts can weigh the
votes of classifiers trained on a similar population, or trained on spe-
cific sub-tasks, more strongly[146, 127].

Current research into federated ensembles is limited[36]. There is only
a small body of current work specifically looking into federated en-
sembles. There are still several general open questions, mainly:

1. How to share class labels in a privacy preserving manner in a
vertically distributed setting.

2. How to detect and exploit the subtle biases and dependencies
that exist across parties.

98



3. How to determine correlations between the various attributes
split across parties.

In addition to these general questions, there is also room for exploring
different types of ensembles, using different base-classifiers. In this
article, we will explore the use of federated ensembles consisting of
Bayesian networks (BN). We will compare these ensembles with Vert-
iBayes[38], a federated implementation of BNs, as well as with a BN
that was centrally trained. We will compare the various options in
terms of technical complexity, training time required, privacy protec-
tion, and model performance.

5.2 Methods
5.2.1 Bayesian networks

Bayesian networks (BN) are widely used probabilistic graphical mod-
els consisting of a directed acyclic graph (the structure) where each
node represents a variable and arcs represent conditional dependen-
cies. Each node has a set of conditional probability distributions (the
parameters)[137]. Their ability to combine existing expert knowledge
with data has given them great utility and popularity. In addition,
their graphical representation and probabilistic reasoning makes them
relatively intuitive to understand models for non-technical personnel.
This makes them especially useful in scenarios where non-technical
personnel need to be able to understand the models, for example when
models are used to inform clinical decisions.

5.2.2 VertiBayes

VertiBayes[38] is an implementation of BN learning algorithms in a
federated environment. It works both in vertical and horizontally dis-
tributed scenarios, as well as in hybrid scenarios. In addition to this,
it can deal with missing data[44, 101]. Furthermore, it includes a fed-
erated implementation of the K2 algorithm[29], allowing it to learn a
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network structure on the fly. Lastly, VertiBayes includes several valida-
tion methods, of various computational complexity, that can be used
to validate the model in a privacy preserving manner. This makes it
an appropriate tool in a federated setting where data quality across
parties may not be guaranteed.

It has a similar performance compared to a centrally trained model.
In addition, it provides the same privacy guarantees as the n-party
scalar product protocol[37] used. However, it is considerably more
time consuming to train a model using VertiBayes than it is to train a
model centrally. The time complexity mostly depends on the number
of probabilities that need to be calculated during parameter learning.

5.2.3 Federated Bayesian Network Ensembles

Federated Bayesian Network Ensembles (FBNE) are an ensemble
learning approach where the base classifier consists of Bayesian
networks. Each data owner within the federated setting makes
their own Bayesian network based on locally available data. This
local data is only enriched with the class label (should this not be
available locally) in a privacy preserving manner using VertiBayes.
The local classifiers can then be used in an ensemble to classify a new
individual.

It is possible to use FBNE in horizontally split, vertically split, and
hybrid settings. In the case of a hybrid split, one may decide to build
the models purely based on local data, or to allow the hybrid variables
to also utilize the data available at other data parties. For example, if
party 1 contains attribute A & B, and party 2 contains attributes B &
C, we can choose to either build a model using only the data available
locally at party 1, or to build a model which also includes the data
party 2 has regarding attribute B. In addition, it is possible with the
use of predefined structures to mix and match variables from various
parties to create the optimal ensemble.
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Privacy risks

The privacy risks posed by FBNE are the same as those posed by Vert-
iBayes. That is to say, there are no major risks during training. How-
ever, the BNs themselves do still contain information. The structure
and CPDs included in the BNs will be revealed if they are published.
The published networks can be used to predict missing values in a
dataset by a third party. This is inherent to how BNs work and as such
is unavoidable. An ensemble of BNs poses a similar risk.

Runtime advantages

FBNE are significantly faster than VertiBayes as the majority of the cal-
culations can be done locally. This minimizes the use of complex MPC
needed to preserve privacy.

Performance advantages and disadvantages

FBNE may outperform a single model. The ensembles may catch local
biases that are lost when only a single model is built. Furthermore,
by using weighted voting it becomes possible to create a mixture of
experts. This is especially advantageous if it is known that the various
data parties have biases in their data. For example, in a scenario where
hospitals work together to build an ensemble it may be useful to weigh
the votes if one hospital specializes in a certain type of patient.

Interpretability

Ensembles are generally less interpretable than a single classifier.
However, Bayesian networks are highly interpretable thanks to
their graphical representation. While it is not possible to directly
detect interactions across the various individual classifiers within
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Figure 5.1: Two local networks based on locally available data

the ensemble, it is possible to use the individual classifiers to guide
research into variable interactions in a smart manner. For example, by
comparing the sparsity of the local networks to determine if certain
variables are actually of interest to the outcome variable. In addition
to this, it can be possible to use expert knowledge to deduce possible
interactions. Take the following toy examples shown in figure 5.1.

In addition to these two models, expert knowledge indicates that
poverty increases the likelihood of smoking. Based on this expert
knowledge and the local models that were created it can be deduced
that the global structure might be similar to the network shown in
figure 5.2

Furthermore, it should be noted that it is possible to apply feature se-
lection across ensembles using wrapper-based approaches. By utiliz-
ing this type of feature selection, it may be possible to detect mediating
effects between attributes.
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Figure 5.2: Global network created by combining the two local models from
figure 5.1 while utilizing expert knowledge.

Robustness

FBNE bring two further advantages inherent to ensemble learning.
First, ensemble learning can be used to deal with non-IID data[32].
As federated learning scenarios inherently deal with scenarios where
one combines data from a diverse set of data sources, this can be ben-
eficial. Additionally, an ensemble is inherently robust against certain
types of attacks, such as poisoning attacks[175], that may occur in a
federated setting by adversarial data-sources. If one model in the en-
semble is poisoned, the other models within the ensemble may still be
able to correct for this, safeguarding the performance of the ensemble
as a whole.
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Table 5.1: A general description of experimental datasets used

Name Number of attributes Number of individuals Missing value in original dataset
Iris 5 150 No missing values

Autism 20 704 Missing values present
Asia 8 10.000 No missing values

Alarm 37 10.000 No missing values
Diabetes 9 768 No missing values present

Mushroom 23 8124 Missing values present

5.3 Experiments
We conducted a diverse set of experiments to evaluate the performance
of FBNEs1on datasets with different sample sizes and variable num-
bers and different missingness levels. We used the following datasets:
Iris[41], Autism[174], Asia[100], Diabetes[167], Alarm[18] and Mush-
room[154]. A general description of the datasets used can be found in
Table 5.1

Each dataset was tested with varying levels of added missing values
(no missing values, 5%, 10% &, 30% missing at random). We tested the
following federated split scenarios:

• Vertical split with the attributes split randomly between parties.
Each party had at least 2 local attributes. This was done for a
setting with 2 and a setting with 3 parties.

• Horizontal split with the samples split randomly between par-
ties. Each party had at least 50 records. Again this was done for
a setting with 2 and a setting with 3 parties.

– Additionally the horizontal splits were tested at varying
levels of bias. To induce this bias we would make it more
likely for individuals of a certain label to be put in a specific
data station, i.e. individuals with the class label “true” are
more likely to be put in party 1, individuals with class label

1An implementation of FBNE can be found in the following git repository: https:
//github.com/MaastrichtU-CDS/bayesianEnsemble
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“false” are more likely to be put in party 2. In the case
of non-binary labels, such as for the Iris dataset, the bias
would be created by piting label 1 against the rest. The
following levels of bias were introduced: no bias, 75%,
85%, and 95% bias.

• Hybrid split. The attributes were randomly split in two, the sam-
ples in one of these splits were then randomly split in two again.
This results in 3 parties in total, each with at least 2 local at-
tributes and 50 local records.

Each of these scenarios was run 10 times for each dataset. It should
be noted that not every dataset could be used in every scenario. For
example, the Iris dataset only contains 5 attributes and thus cannot be
used in a 3-party vertically split scenario.

In addition to these random splits, an experiment was also run where
data was manually split in a “realistic” manner in a vertical setting
based on expert knowledge. These experiments attempted to repre-
sent a realistic split where different parties collected different types of
data. For example, the Autism data set contained attributes represent-
ing answers to a questionnaire, and some general personal attributes
such as age, sex, and country of residence. This data was split in such a
way that one party had the questionnaire answers, and the other party
had the remaining attributes. As mentioned above, horizontal bias was
addressed separately in the horizontal experiments.

We compared the performance of FBNE with VertiBayes as well as a
centrally trained Bayesian network. In addition, the performance of
the local models on their local data is used as a baseline, if the local
model already creates a sufficiently strong classifier there is no need
for a federated model. The performance was measured by calculating
the AUC using a 10-fold cross validation.

In all cases both structure and parameters were learnt. Continuous
variables were discretized into intervals which contained at least 10%
of the total population.
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The experiments were run on a Windows laptop using an Intel(R)
Core(TM) i7-10750H processor with 16GB of memory and 6 cores. All
parties had a virtual server on this laptop.

5.4 Results

A selection of the results can be seen in tables tables 5.2 and 5.3 and sec-
tion 5.4. The selected results illustrate the general trends seen across all
experiments. The remaining experimental results can be found in the
appendix 4.

In all tables the highest AUC is indicated with ’*’, the second highest
with ’†’.

5.4.1 Runtime

The training process for FBNE was consistently faster than VertiBayes
in every experimental setting and for every dataset used. However, it
should be noted that the differences vary widely and depend on the
dataset. These differences were mainly driven by the different net-
work structures. FBNE have the advantage that most calculations can
be done locally. During our experiments FBNE were faster than Vert-
iBayes by a factor that ranged from twice as fast to fifty times as fast. It
should be noted that it is difficult to predict per scenario how large the
processing speed gains will be as it is difficult to predict the resulting
network structure.

5.4.2 Performance

FBNE largely showed the same performance as VertiBayes, scoring
similar AUC’s. However, it should be noted that for specific datasets,
and for specific data-splits, the ensembles can perform significantly
better. The largest difference being nearly a 0.1 difference in AUC.
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Table 5.2: Experimental results vertically split 2-party scenarios where at-
tributes were randomly split across parties. ’*’ Indicates the best performing
model, ’†’ indicates the second best performing model.

AUC
Name Missing Data Level FBNE Party 1 Party 2 Central VertiBayes
Alarm

population size: 10000
0 0,888* 0,793† 0,675 0,789 0,789

Asia
population size: 10000

0 0,996* 0,918 0,886 0,995† 0,991
0.05 0,742† 0,694 0,696 0,735 0,776*
0.1 0,622† 0,594 0,591 0,615 0,677*
0.3 0,418 0,401 0,415 0,42† 0,581*

Autism
population size: 704

0 0,909† 0,803 0,824 0,824 0,93*
0.05 0,8† 0,71 0,727 0,735 0,853*
0.1 0,737† 0,67 0,672 0,675 0,834*
0.3 0,531† 0,484 0,497 0,498 0,716*

Diabetes
population size: 768

0 0,811* 0,744 0,69 0,78 0,808†
0.05 0,757† 0,658 0,684 0,723 0,772*
0.1 0,693† 0,597 0,624 0,668 0,767*
0.3 0,452† 0,418 0,406 0,44 0,667*

Iris
population size: 150

0 0,94* 0,882 0,908† 0,885 0,75
0.05 0,892* 0,833 0,789 0,877† 0,787
0.1 0,782* 0,702 0,705 0,706† 0,701
0.3 0,658† 0,6 0,606 0,673* 0,607

Mushroom
population size: 8124

0 0,999* 0,987† 0,898 0,999* 0,986

In addition to outperforming VertiBayes by a relevant margin in spe-
cific scenarios, the following general trends were visible in our experi-
ments. First, FBNE performed very well in scenarios with no missing
data. FBNE achieved the highest AUC in 80% of the scenarios with no
missing data. However, VertiBayes performed better in scenarios with
missing values. VertiBayes achieved the highest AUC in roughly 70%
of the scenarios.

Another interesting trend that was visible in our experiments is that
in horizontally split scenarios the local models can perform well if the
local data quality is high, occasionally performing similarly to the fed-
erated and centralized models. However, it should be noted that this
is rare.
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Table 5.3: Experimental results vertically split 2-party scenarios where at-
tributes were manually split across parties to simulate a realistic biased split.
’*’ Indicates the best performing model, ’†’ indicates the second best perform-
ing model.

AUC
Name Missing Data Level FBNE Party 1 Party 2 Central VertiBayes

Autism
population size: 704

0 0,889* 0,832 0,720 0,851† 0,834
0.05 0,789* 0,726 0,669 0,738 0,780†
0.1 0,728† 0,678 0,599 0,689 0,743*
0.3 0,497† 0,491 0,379 0,497† 0,625*

Iris
population size: 150

0 0,940* 0,845 0,888 0,912† 0,748
0.05 0,887* 0,635 0,872 0,878† 0,736
0.1 0,774* 0,640 0,696 0,699† 0,671
0.3 0,654† 0,477 0,664 0,667* 0,622

Mushroom
population size: 8124

0 0,992* 0,880 0,987 0,987† 0,987†

It is important to note that neither approach was optimized, and bet-
ter models can potentially be created. For example, a network struc-
ture generated using expert knowledge, as opposed to using an auto-
matic approach like the K2 algorithm, may result in better Bayesian
networks. Both VertiBayes and FBNE could benefit from such expert
knowledge. In addition, weighted voting, and especially dynamically
weighted voting, can improve the performance of FBNE.
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Table 5.4: Experimental results hybrid split 3-party scenarios where only lo-
cally available data was used in the local model. ’*’ Indicates the best per-
forming model, ’†’ indicates the second best performing model.

AUC
Name Missing Data Level FBNE Party 1 Party 2 Party 3 Central VertiBayes

Asia
population size: 10000

0 0,996* 0,928 0,940 0,938 0,995† 0,987
0.05 0,742 0,689 0,670 0,670 0,746† 0,789*
0.1 0,627† 0,611 0,596 0,595 0,624 0,668*
0.3 0,418† 0,400 0,406 0,407 0,418† 0,568*

Autism
population size: 704

0 0,911* 0,805 0,821 0,820 0,833† 0,826
0.05 0,803† 0,707 0,718 0,719 0,741 0,932*
0.1 0,739† 0,671 0,667 0,665 0,698 0,891*
0.3 0,537† 0,473 0,493 0,493 0,491 0,783*

Diabetes
population size: 768

0 0,814* 0,700 0,734 0,735 0,776† 0,781
0.05 0,749† 0,685 0,657 0,656 0,726 0,753*
0.1 0,694† 0,633 0,596 0,607 0,676 0,740*
0.3 0,452† 0,420 0,407 0,409 0,440 0,691*

Iris
population size: 150

0 0,952* 0,912† 0,888 0,894 0,885 0,700
0.05 0,886* 0,784 0,849 0,853 0,874† 0,805
0.1 0,798* 0,725 0,730 0,725 0,688 0,642
0.3 0,633† 0,603 0,575 0,582 0,669* 0,610

Table 5.5: Experimental results horizontally split 2-party scenarios where
records are randomly split across parties. ’*’ Indicates the best performing
model, ’†’ indicates the second best performing model.

AUC
Name Missing Data Level FBNE Party 1 Party 2 Central VertiBayes

Asia
population size: 10000

0 0,996* 0,995† 0,995† 0,995† 0,988
0.05 0,740 0,741† 0,741† 0,740 0,765*
0.1 0,624† 0,623 0,623 0,624† 0,670*
0.3 0,416 0,418† 0,418† 0,415 0,568*

Autism
population size: 704

0 0,868* 0,777 0,774 0,847† 0,834
0.05 0,787* 0,464 0,464 0,737 0,781†
0.1 0,691† 0,466 0,463 0,691† 0,746*
0.3 0,534† 0,392 0,413 0,492 0,628*

Diabetes
population size: 768

0 0,781† 0,500 0,500 0,781† 0,782*
0.05 0,725 0,480 0,480 0,729† 0,752*
0.1 0,671 0,447 0,447 0,680† 0,736*
0.3 0,441† 0,431 0,437 0,437 0,648*

Iris
population size: 150

0 0,957* 0,903 0,898 0,925† 0,782
0.05 0,877† 0,829 0,837 0,879* 0,759
0.1 0,790* 0,749 0,774† 0,7049566 0,675
0.3 0,611† 0,494 0,533 0,677* 0,609

Mushroom
population size: 8124

0 0,988* 0,988* 0,988* 0,987† 0,987†
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5.5 Discussion

Our experiments show that FBNE can be a suitable solution in certain
scenarios. In this section we will take a deeper dive into the differences
between FBNE and VertiBayes.

5.5.1 Runtime

The reduced training time which was observed during the experiments
is a strong advantage in favor of the federated ensembles, especially
in time critical applications or in cases when MPC solutions such as
VertiBayes are too time consuming. FBNE have this advantage due
to the fact that the vast majority of calculations can be done locally
and thus requires far fewer computationally difficult operations than
VertiBayes does. An overview of the differences in time complexity
between VertiBayes and FBNE can be found in table 5.6.

Table 5.6: Time complexity

VertiBayes FBNE

Number of Scalar product protocols

O(m),
where m is the number of

unique parent-child value combinations
for which a probability needs

to be calculate

O(l),
where l is the number of unique parent-child

value combinations
involving the label attribute

for which a probability needs to be calculated

Number of scalar product subprotocols
per protocol

n!
(x!(n−x)!)) , for each x, 2 <= x <= n,
where n is the number of parties

involved in the protocol

No subprotocols
unless FBNE are working with
a hybrid split and incorporates

all available data
into local models.

In addition to the improved runtime already observed here, it should
be noted that our implementation of the ensembles has not been fully
optimized. There is room for further improvements, especially with
respect to parallelization, which will further increase the gap in terms
of runtime. However, since the goal of this study was to simply explore
the potential of FBNE, not to provide an optimized implementation,
this will not be a part of this study.
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5.5.2 Performance

FBNE largely showed the same performance as VertiBayes, however,
in specific scenarios it significantly outperformed VertiBayes. The
largest difference being nearly a 0.1 difference in AUC. This does
indicate that FBNE are potentially very useful in the right situation.
However, it is very difficult to determine when this is the case without
simply training the FBNE.

Two trends were visible with respect to the performance differences.
First, FBNE perform very well in scenarios with no missing data.
However, VertiBayes performs better in scenarios with missing
values. There are two plausible reasons that explain why VertiBayes
performs better in these scenarios. The first explanation is that FBNE
did not have a large, or diverse, enough ensemble in the experimental
scenarios to work properly. Ensemble learning relies on a diverse set
of classifiers which can correct each other’s mistakes, with only 2 or
3 models in our scenarios the ensembles may not be able to do this
consistently. The second possible explanation is that the synthetic
data generation step within VertiBayes allows it to bootstrap itself for
an improved performance.

Another interesting trend that is visible in our experiments is that in
horizontally split scenarios the local models occasionally perform well
when local data is of a high quality, especially when the local popula-
tion is not biased in any way. This reminds us that it is always impor-
tant to ask if a federated model is truly necessary. Building a federated
model is only worthwhile if the data added from other parties adds
extra information. But if local data is already sufficiently large, and
representative of the true population, then a federated model may not
be needed. However, if the local data is small, or biased in some way,
then a federated approach is needed.

It is important to note that neither approach was optimized and better
models can potentially be created. For example, both VertiBayes and
FBNE can benefit from improvements, such as using expert knowledge
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to build the optimal structures. In addition to improvements that could
be applied to both approaches, weighted voting, and especially dy-
namically weighted voting, can improve the performance of FBNE.

5.5.3 Privacy concerns & disclosure control

Our implementation of FBNE uses VertiBayes at its core. As such, the
privacy guarantees are largely the same. However, there are two as-
pects in which they potentially differ from VertiBayes:

1. The classification of individuals and evaluation of the model.

2. The consequences of having multiple networks.

With FBNE the individual classifiers can create their classifications
fully locally at the party they belong to given that required attributes
for each local model should be available locally. These individual
classifications can be combined using homomorphic encryption,
resulting in a final classification which can be shared. For example,
estimated probabilities can be weighted according to the voting
power of a particular classifier, then encrypted using an additive
homomorphic encryption scheme, and all encrypted weighted
probabilities are summed. The sum is then decrypted and divided
by the total weight to get the weighted average probabilities, which
determine the final classification. Combining the votes in this way
prevents any local data from being shared and allows FBNE to be
evaluated without the need of the homomorphic encryption and
a privacy preserving n-scalar product protocol[37] or other more
complex evaluation methods VertiBayes needs[38]. This is a strong
advantage when new samples need to be classified or predicted in a
federated manner.

The other aspect in which FBNE differ from VertiBayes is that the end-
result consists of multiple networks instead of one. Ensembles might
provide a minor advantage with respect to privacy in this case. In both
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cases, it is possible to learn dependencies between attributes and cer-
tain statistics about the training set, based on the CPDs and network
structures. Similarly, based on local, incomplete data, the network
can be used to predict missing values. These are unavoidable con-
sequences of using Bayesian networks. However, because FBNE have
the information split up over multiple networks, it will be difficult to
do this for every attribute. As discussed in section 5.2.3, it is very diffi-
cult to determine any relation between two attributes when those two
attributes are split over two Bayesian networks. This provides some
additional privacy protection compared to a single network.

5.5.4 When should FBNE be preferred over VertiBayes

Due to the significant advantage in terms of runtime it may be bene-
ficial to use FBNE as an exploratory first step before deciding if using
VertiBayes is worth it. This naive approach will already provide rea-
sonable results.

The general advantages of each approach can be found in table 5.7.

In addition to these advantages which hold in general, one of the two
may perform better depending on how the data happens to be split.
However, there is currently no good way to predict which approach
will achieve the highest accuracy.
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Table 5.7: Comparison of main features of FBNE and VertiBayes

FBNE VertiBayes
Faster More complete view of depen-

dencies between attributes
Slightly better privacy guaran-
tees

Easier to understand & interpret
than an ensemble

Possible to capture biases in lo-
cal population

May outperform FBNE when the
ensemble is too small or not di-
verse enough

Can easily classify new samples
in a privacy preserving manner
Can handle non-IID data more
easily
Inherently robust against certain
types of attacks

5.6 Conclusion
In this article, we have proposed the use of Federated Bayesian Net-
work Ensembles (FBNE) and assessed their usefulness in a battery of
experiments. We have shown the approach performs well in a range of
situations and datasets, often achieving similar results when compared
to VertiBayes, an alternative federated method. FBNE are significantly
faster than VertiBayes, provide slightly better privacy guarantees, and
are easier to use in a scenario where future classifications will also be
done in a federated setting. On the other hand, VertiBayes results in
more interpretable models and makes it easier to determine the depen-
dencies between variables split over multiple sites.

The notable advantage in terms of runtime does mean that it is eas-
ily possible to use FBNE as an initial exploratory option. Since it is
currently not possible to preemptively determine which approach will
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result in the highest accuracy, using this naive approach and simply
training both models might be the best course of action currently avail-
able. Additionally, this means it can be very useful when exploring
new federated datasets.

5.6.1 Future work

We would like to explore ways to determine which approach is more
effective as it would be highly beneficial to be able to know before-
hand if an ensemble-based approach will outperform a single model.
Additionally, we would like to run experiments to discover if (dynam-
ically) weighted voting could be used to significantly improve the per-
formance of the ensembles. Lastly, it would be extremely valuable if
these experiments could be run on real use cases. This would allow
the experiments to work with realistic biases and remove the need to
artificially create these biases in our experimental setup, resulting in
much more realistic experimental scenarios.
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Abstract

Federated learning allows us to run machine learning algorithms on
decentralized data when data sharing is not permitted due to privacy
concerns. Various models have been adapted to use in a federated set-
ting. Among these models is Verticox, a federated implementation of
Cox proportional hazards models, which can be used in a vertically
partitioned setting. However, Verticox assumes that the class label is
known locally by all parties involved in the federated setting. Real-
istically speaking this will not always be the case and thus would re-
quire the label to be shared. However, sharing the label would in many
cases be a breach of privacy which federated learning aims to prevent.
Our extension to Verticox, dubbed Verticox+, solves this problem by
incorporating a privacy preserving n-party scalar product protocol at
several stages. This allows it to be used in scenarios where the label
is not locally known at each party. In this article, we demonstrate that
our algorithm achieves equivalent performance to the original Verticox
implementation. We discuss the changes to the computational com-
plexity and communication cost caused by our additions.

6.1 Introduction

Federated learning is a field that recently rose in prominence because
of an increased focus on privacy by the general public as well as from
legal bodies[93, 102]. In order to fulfil the stricter privacy requirements
that were demanded by new laws such as the European General Data
protection Regulation (GDPR) existing models were adapted and im-
proved. Verticox is one such adaptation.

Verticox[39] aims to provide a privacy preserving implementation of a
Cox proportional hazards (CPH) model[30] in a vertically partitioned
federated learning setting. Data is said to be vertically partitioned
when the attributes are split between multiple parties. In contrast it is
said to be horizontally partitioned when the records are split between
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multiple parties. It utilizes an Alternating Direction Method of Mul-
tipliers (ADMM) framework[20] to preserve privacy. It can be used
both for the training of a new Cox model as well as to classify a new
individual.

However, Verticox relies on the assumption that the class label is
known locally at every party. This assumption is unfortunately not
realistic as in vertically partitioned scenarios each attribute will
normally only be locally known at one party, this includes the class
label.

Alternatives exist, such as the method proposed by Miao et al.[122]
to compute CPH using cyclical coordinate descent, but it is still the
case that outcome data needs to be shared with other parties. Kam-
phorst et al.[94] train a CPH model that uses secure multiparty com-
putation[202] to compute log-partial likelihood at every iteration with-
out revealing patient level data to other parties. However, the crypto-
graphic protocols add significantly to the computational complexity
and communication overhead. As such neither alternative is practi-
cal.

In this article, we propose a new extension to Verticox, which we have
dubbed Verticox+. By utilizing the privacy preserving n-party scalar
product protocol[37], we avoid the assumption made in the original
Verticox implementation. We will also experimentally show that the
added computational complexity of using this protocol is negligible in
practice.

The rest of the article is built up as follows; first, we will discuss how
the original Verticox protocol works, followed by an explanation of the
privacy preserving n-party scalar product protocol. Once both proto-
cols have been explained we will describe the improved protocol Ver-
ticox+. We will then describe our experimental validation followed by
a short discussion.

The implementation of Verticox+ is available on GitHub1 and
1https://github.com/CARRIER-project/verticox
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has been designed to work with the Vantage6 federated learning
framework[124].

6.2 Background
In the following subsections we will discuss the background of our
solution. First, we will introduce Verticox, and then we will introduce
the n-party scalar product protocol.

6.2.1 Verticox

Verticox is a decentralized version of the Cox proportional hazards re-
gression model where covariates can be distributed over multiple data
sources. The parameters are computed without sharing raw data be-
tween the parties and the resulting model is equivalent to a central-
ized version of a Cox model. The original algorithm achieves this by
decomposing the original optimization problem for Cox proportional
hazards into subproblems that can be solved separately. The Verticox
algorithm first estimates the parameters at the client-side based on the
covariates that are available locally to each party. Next, an aggregation
of these results is sent to a central server, which combines the results
of the various parties, and further optimizes the parameters. The up-
dated values are then passed back to the parties at the start of a new
iteration.

6.2.2 n-party scalar product protocol

The n-party scalar product protocol is a protocol that can be used
to calculate a scalar product in a privacy preserving manner in a
federated setting. The pseudocode can be found in algorithm 2.
It can be used in both a horizontally and vertically partitioned
data setting. Furthermore, it can deal with an arbitrary number of
parties. The scalar protocol is an important part in certain traditional
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machine learning approaches[194], which makes a privacy preserving
method inherently valuable. In addition to this, it can be used to
execute complex calculations in a privacy preserving manner when
combined with a well-chosen representation of the sensitive data. It
has been used to train decision trees[50], Bayesian networks[38], and
ensembles[179], in a privacy preserving manner. We will utilize the
same approach of well-chosen data representation in combination
with the protocol to create Verticox+.
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Algorithm 2: The n-party scalar product protocol

1 nPartyScalarProduct(D)
Input : The set D of diagonal matrices D1..Dn containing

the original vectors owned by the n parties
Output: φ(D1 ·D2 · .. ·Dn)

2 if |D|= 2 then
3 return 2-party scalar product protocol(D);
4 else
5 for i← 0 to |D| by 1 do
6 Ri ← generateRandomDiagonalMatrix()
7 end
8 Let φ(R1 ·R2 · .. ·Rn) = r1 + r2 + . . . + rn
9 Share {Ri, ri}with the i’th party for each i ∈ [1, n]

10 v2 ← randomInt()

11 u1 ← φ(
∏n

i=2 D̂i ·D1) + (n− 1) · r1 − v2
12 for i← 2 to |D| by 1 do
13 ui = ui−1 −

φ((
∏n

x=1 D̂x|x ̸= i) ·Ri)
+ (n− 1) · ri

14 end
15 y ← un
16 for subprotocol ∈ determineSubprotocols(D,R) do
17 y ← y− nPartyScalarProduct(subprotocol)
18 end
19 return y + v2
20 end
21 determineSubprotocols(D,R)

Input : The set D of diagonal matrices D1 . . .Dn of the
original protocol. The setR of random diagonal
matrices used in the original protocol

Output: The sets Dsubprotocol for each subprotocol
22 for k ← 2 to |D|−1 by 1 do
23 uniqueCombinations←

selectKSizedCombosFromSet(k,D)
24 for selected ∈ uniqueCombinations do
25 subprotocol← Di|i ∈ selected+Rj|j ̸∈ selected

Dsubprotocols ← Dsubprotocols + subprotocol

26 end
27 end
28 return Dsubprotocols
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6.3 Verticox+
Verticox+ is an extension of Verticox where there is no longer a require-
ment to share the outcome data with all parties involved. By making
use of the n-party-scalar-product-protocol, we have been able to iso-
late the outcome data to a single server. We make a slight modification
to the original algorithm to incorporate the n-party scalar product pro-
tocol. Table 6.1 explains the notations that will be used throughout the
reminder of the article.

Table 6.1: Notations

Notation Description K Total number of parties
N Total number of records
βk Coefficients at party k

T Number of distinct event times
tn Distinct event time of patient n
p Index of iteration
ρ Penalty parameter of ADMM method
z Auxiliary variable
Dt The index set of records with observed events

The pseudocode for the original Verticox algorithm can be found in
algorithm 3.

The main privacy issue lies within solving βp
k . This is done using equa-

tion 6.1

βp
k =

[
ρ
∑N

n=1 x
T
tnkxtnk

]−1
·[∑N

n=1(ρz
p−1
nk − γp−1

nk )xTnk +
∑T

t=1

∑
nϵDt

xnk

] (6.1)

The problem lies in the last part of the equation:
∑T

t=1

∑
nϵDt

xnk. This
part has a reference to Dt, which is the index set of samples with an

123



Chapter 6. Verticox+

Algorithm 3: Original Verticox algorithm
Data: Local data at each party
Result: Converged Cox proportional hazard model

1 initialization;
2 while Stopping criterion has not been reached do
3 for Each party do
4 Solve βp

k

5 Return the aggregated result to the central server
6 end
7 Sever aggregates subresults
8 Server calculates auxiliary value zp

9 Server updates zpnk
10 Server sends zpnk and aggregation to parties
11 Local parameters are updated
12 end

observed event at time t . Therefore, for every time t we need to select
the samples with an observed event. This requires the availability of
outcome data at every party. In real-world use cases, this is not always
possible.

Verticox+ will solve this problem by making use of the n-party-scalar-
product-protocol. To do that, we translate the inner sum

∑
nϵDt

xnk to

a scalar product: ukt = xk ·
−−→
(Dt)

In this case,
−−→
(Dt) is the Boolean vector of length N that indicates for

each sample whether it had an event at time t (indicated as 1) or not
(indicated as 0). βp

k will now be solved according to equation 6.2.

βp
k =

[
ρ
∑N

n=1 x
T
tnkxtnk

]−1

=
[∑N

n=1(ρz
p−1
nk − γp−1

nk )xTnk +
∑T

t=1 ukt

] (6.2)
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Since ukt per time t stays constant over iterations, we will only need to
compute this once at the initialization step. The rest of the algorithm
will remain the same.

A summary of the updated Verticox+ algorithm can found in algo-
rithm 4:

Algorithm 4: The Verticox+ algorithm
Data: Local data at each party
Result: Converged Cox proportional hazard model

1 At every party k compute: ukt = xk ·
−−→
(Dt)

2 while Stopping criterion has not been reached do
3 for Each party do
4 Solve βp

k using precomputed ukt
5 Return the aggregated result to the central server
6 end
7 Sever aggregates subresults
8 Server calculates auxiliary value zp

9 Server updates zpnk
10 Server sends zpnk and aggregation to parties
11 Local parameters are updated
12 end

6.4 Time complexity & communication overhead

In this section we will discuss the time complexity and communica-
tion overhead of Verticox+. We will start by discussing these aspects
of Verticox, to provide a baseline. Afterwards we will discuss the time
complexity of the n-party scalar product protocol. Finally, we will dis-
cuss the consequences of combining these two protocols.
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6.4.1 Time complexity

Let us consider how the addition of the n-party scalar product proto-
col affects the time complexity. Since the n-party scalar product pro-
tocol has only been used at the client side, the time complexity at the
server side will remain O(N3), which is the complexity of the Newton-
Rhapson optimization.

At the client side, the original computational complexity was deter-
mined by generating and inverting matrix

∑N
n=1 xnkx

T
nk are O(NM2

k )
and O(M3

k ) respectively.

6.4.2 Time complexity n-party scalar product protocol

The time complexity of the n-party scalar product protocol is based on
two factors, the size of the vectors, and the number of parties involved.
The number of parties involved is the major driving force behind the
time complexity, causing the runtime to scale factorially as the number
of parties increases. The time complexity can be found in table 6.2.

Table 6.2: Time complexity n-party Scalar Product Protocol

Number of scalar product subprotocols K!
x!(K−x)!

per protocol for each x , 2 ≤ x ≤ K,
where K is the number of parties involved in the protocol

Number of multiplications O(N2K)
per subprotocol where N is the population size,

K is the number of parties involved in the protocol
Number of multiplications O(N2)

for 2-party protocol

The rate at which the number of sub protocols grows is an unfortunate
drawback of the n-party scalar product protocol. However, in practice
this problem is limited as the n-party product protocol can often be
kept to a minimum size by only including the parties actually involved
in the calculation. In this case the n-party protocol is only used to
combine the covariates at a single party k, the one holding the outcome
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labels. As such the number of parties involved will always be 2. By
limiting the number of parties in this manner, the protocol remains
practical in realistic settings.

6.4.3 Communication cost

The original Verticox sends intermediate values znk, γn, and σn from
the central server to the clients at every iteration. In turn, the clients
send back σnk. This results in a communication cost of 4NK.

The communication cost of the n-party scalar product protocol scales
similarly to its time complexity as it is dependent on the number of
(sub)protocols. Each (sub)protocol requires K + K2 messages of size
N to be sent to the group of parties involved, where K is the number
of parties involved in that protocol. As mentioned before, we only use
the n-party protocol to aggregate data of 2 parties, which means that
there will only one (sub) protocol. The total communication cost will
be 6N .

6.4.4 Fixed precision

The n-party scalar product protocol is designed to work using integer
values. However, within Verticox+ it will be used to calculate results
that depend on floating point values. In order to make these values
useable within the n-party scalar product protocol we will make use
of fixed-point precision. The values will be scaled by a fixed factor;
this factor corresponds to the required precision (e.g. the value will
be scaled by a factor 10000 when working with a fixed precision of 5
decimals). Once the n-party scalar product protocol has finished the
final result will be scaled back to the desired precision.

This fixed precision approach makes it viable to use the n-party scalar
product protocol even when it is necessary to work with floating point
values. In principle any level of precision can be chosen, however there

127



Chapter 6. Verticox+

will be a trade-off; a greater precision will result in larger numbers be-
ing used in the n-party scalar product protocol. This can create tech-
nical problems when it results in a number overflow error. Addition-
ally, numbers with more digits will take longer to multiply. As such, a
high precision will eventually affect the runtime performance of Verti-
cox+. However, we experimentally determined that a fixed precision
of 5 decimals is sufficient for most purposes. Furthermore, we expect
the effect on the total runtime of Verticox+ to be minimal as the bot-
tleneck is outside of the part that utilizes the n-party scalar product
protocol.

6.5 Experimental validation

We ran several experiments to validate our method. We implemented
the algorithm in Python and Java, and ran the parties in separate
Docker containers. We used a single virtual machine with Ubuntu
22.04, 8 cores with a clock speed of 1996.250 MHz and 32 GB RAM
running in SURF research cloud, which is part of the Dutch national
research infrastructure. As data we used part of the SEER dataset that
is available on zenodo[156]. The parameters of the algorithm that we
kept fixed can be found in table 6.3.

Table 6.3: Experimental parameters

Parameter Fixed value
Penalty parameter ρ 0.25

Fixed precision of n-party protocol 5

Newton-Raphson precision 0.00001

We ran 3 different experiments. In the first experiment, we fixed the
number of records to 100 and varied the number of parties and itera-
tions to see how that will affect runtime and accuracy. Accuracy has
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been measured in 4 different ways. In theory, adding the n-party pro-
tocol to the original Verticox algorithm will introduce inaccuracy into
the model because the values need to be expressed in fixed-point preci-
sion. To test whether this is true in practice we ran our implementation
of the original Verticox algorithm with the same parameters. We use c-
index[81] to compare the predictions of the model to the ground truth.
Additionally, we used 3 metrics to compare the resulting coefficients
against ones that have been computed by a central Cox proportional
hazards model. For this, we compute mean squared error (MSE), sum-
mation of the absolute difference (SAD), and maximum absolute dif-
ference (MAD). As can be seen in table 6.4 the accuracy of the central
model is identical to the accuracy of Verticox+. This is because the vari-
ables in the SEER dataset require limited precision, since they consist
of values with no more than 2 digits. Looking at MSE, SAD and MAD
(figure 6.1), we can see that the difference between Verticox+ and a
Cox proportional hazards learned on centralized data diminishes after
a few hundred iterations.

Table 6.4: Performance of original Verticox algorithm

parties iterations mse sad mad c-index Verticox+ c index central

2

100 1.3971e-07 1.5828e-03 7.7770e-04 0.5556 0.5556
500 3.1573e-12 5.0113e-06 4.3208e-06 0.5556 0.5556
1000 1.1810e-12 3.2347e-06 2.6231e-06 0.5556 0.5556
1500 1.6147e-12 3.4639e-06 3.1000e-06 0.5556 0.5556
2000 3.3313e-12 5.1218e-06 4.4400e-06 0.5556 0.5556

3

100 8.6498e-07 2.7485e-03 2.2286e-03 0.5556 0.5556
500 1.2316e-12 2.9918e-06 2.7126e-06 0.5556 0.5556
1000 1.5045e-12 3.8314e-06 2.8914e-06 0.5556 0.5556
1500 2.1889e-12 4.7820e-06 3.4278e-06 0.5556 0.5556
2000 1.1238e-13 1.0021e-06 8.1104e-07 0.5556 0.5556

4

100 3.3872e-06 5.6448e-03 4.4484e-03 0.5556 0.5556
500 4.9900e-13 1.8713e-06 1.7280e-06 0.5556 0.5556
1000 5.5778e-13 2.4865e-06 1.6397e-06 0.5556 0.5556
1500 5.0120e-13 1.9261e-06 1.7280e-06 0.5556 0.5556
2000 8.4410e-13 2.8067e-06 2.1761e-06 0.5556 0.5556

5

100 9.4398e-06 9.0487e-03 7.4777e-03 0.5556 0.5556
500 3.8154e-13 1.8684e-06 1.4609e-06 0.5556 0.5556
1000 2.3788e-13 1.3077e-06 1.1916e-06 0.5556 0.5556
1500 5.5411e-13 2.0127e-06 1.8174e-06 0.5556 0.5556
2000 5.4146e-15 2.2211e-07 1.7827e-07 0.5556 0.555

The second experiment evaluates how runtime scales with increasing
number of covariates (features) in the model. Again, we fixed the num-
ber of records to 100 and the number of iterations to 500. The number
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Figure 6.1: The MSE, SAD, & MAD scores of Verticox+

of parties has been fixed to 3. We evaluated the algorithm runtime
from 2 and up to 10 features.

As can be seen in figure 6.2, 6.3, & 6.4, our addition of the n-party pro-
tocol does not negatively affect the runtime. In fact, Verticox+ even has
a shorter runtime for preparation as the number of parties increases.
This is unexpected and likely relates to the implementation details of
the n-party protocol. While we reimplemented the original Verticox
algorithm in Python, the n-party protocol was actually implemented
in Java. Since Java is a compiled language, it generally performs faster
than the interpreter language Python. In the end, the bottleneck will
not be in the preparation time, but rather in runtime of the main part
of the algorithm where the model converges. In this part, Verticox+
performs the same as its predecessor.

In the third experiment we fixed the number of iterations to 500 and
the number of parties to 3. We set the number or records to 50, 100 or
500 and timed the runtime. As can be seen in figures 6.5 and 6.6, the
number of records does not affect the runtime significantly during the
preparation phase. Convergence runtime is affected by the number of
records, but not more than the original Verticox.
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Figure 6.2: Comparison between Verticox+ and Verticox of the runtime dura-
tion of the preparation phase

Figure 6.3: Runtime duration of Verticox+ with various numbers of parties
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Figure 6.4: Runtime duration of Verticox+ with various numbers of maximum
iterations

Figure 6.5: Runtime duration of the preparation phase of Verticox+ using var-
ious numbers of records
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Figure 6.6: Runtime duration of the convergence phase of Verticox+ using
various numbers of records
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6.6 Discussion

With the addition of the n-party protocol to the Verticox algorithm,
all data used for the analysis can stay at the source, including out-
come data. Moreover, the addition of the n-party protocol, which is
potentially heavy in terms of computation, did not add significantly
to the total runtime in our experiments. Neither does the additional
overhead introduced by the fixed-point precision. This is because the
bottleneck of the computation lies within the Newton-Raphson opti-
mization from the original algorithm. This indicates that Verticox+ is a
viable extension of the original algorithm.

There are still a couple of security issues to consider though. The
Verticox+ algorithm shares record-level aggregations with the central
server. That is, in every iteration the parties share their risk estimates
for every record with the central server. Although this is not raw data,
it is still patient level information. Additionally, it can be viewed as
relatively sensitive data as it represents the risk of a given disease for a
specific patient. Direct access to this information could be problematic
if it falls in the wrong hands.

However, by placing the server in the care of the party that already
owns the class label data the practical risk is limited. Providing this
party with the risk scores minimizes the privacy concerns as this party
already knows the true labels this risk score represents, and thus
would not learn anything new. This limits the risk of direct access to
the risk score.

Access to the risk estimates in each iteration also opens an additional
possible attack[188, 89, 191]. The aggregating party could attempt to
reverse engineer the training data belonging to each other party based
on the intermediate values revealed between the iterations. However,
this does require the aggregating party to know which attributes are
present at each other party. Additionally, reversing this information
becomes more complex as the number of attributes at the other party
grows.

134



This privacy concern could be mitigated by moving the central aggre-
gation away from the outcome datasource and performing the central
aggregation on a “neutral” server provided by a trusted third party.
The outcome data would have to be queried by the central server with
the n-party protocol. Unfortunately, this means that the n-party pro-
tocol would have to be run in every iteration, instead of only during
the preparation phase. The concern is that this will add a significant
increase to the total runtime. Adding the 2-party protocol with com-
plexity O(N2)to the Newton-Rhapson optimization (O(N3)) will turn
it into a complexity of O(N4). Additionally, the n-party protocol will
add a constant communication overhead to this part of the computa-
tion (O(6)). Although this overhead is constant, in practice the com-
munication overhead is the bigger bottleneck when compared to the
computational cost, and will add significantly to the total duration of
the algorithm.

A more practical solution may be to mandate the use of a framework
like Vantage6, which provides an infrastructure that explicitly
limits what the aggregating party is able to do by only allowing
pre-approved Docker images with vetted code to be executed. By
explicitly creating this limitation, the various parties involved can
establish a sufficient level of trust that no data will be leaked.

This risk, and the limitations imposed by the time complexity of the
technical solutions, highlight the need for a comprehensive legal and
infrastructure solutions to augment the technical privacy preserving
solutions in any real world project. This also means that Verticox+ is
best used in a setting where such things can viably be implemented.
Implementing such solutions, and establishing the required level of
trust, is difficult in an open internet of things setting, where any party
is free to join. However, in a formal research setting this is indeed
viable.

The n-party scalar product protocol brings one additional privacy con-
cern compared to the broader Verticox+ protocol. It requires a trusted
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third party, which can generate secret shares and aggregate the inter-
mediate results of the protocol. Similar to the previous concerns, the
use of a framework such as Vantage6 is an excellent solution to set up
the necessary infrastructure to ensure the reliability of the trusted third
party.

6.7 Conclusion

In this paper, we have provided an extension to the original Verticox
protocol that we dub Verticox+. The original protocol allows the user
to train a Cox Proportional Hazard model in a vertically partitioned
federated setting. However, the original algorithm relies on the as-
sumption that every party involved has access to the class label for
each record. This is unrealistic in a vertical scenario and would most
likely require this class label to be shared, which represents a serious
privacy concern as the class label used to train a Cox proportional haz-
ard model represents a sensitive attribute, such as a hospitalization
event or death due to a certain disease. Verticox+ removes the need for
this assumption by using the n-party scalar product protocol to per-
form the relevant calculations in a privacy preserving manner.

Our experiments show that Verticox+ achieves comparable
performance to both Verticox and a centrally trained model. This
indicates Verticox+ works as intended. Additionally, our experiments
show that the added overhead introduced by using the n-party scalar
product protocol is manageable as the optimization step forms a
much more significant bottleneck. As such, the runtime duration is
comparable to the original Verticox algorithm as well.

While Verticox+ improves the privacy guarantees, a number of prac-
tical concerns remain. The n-party scalar product protocol relies on a
trusted third party. Additionally there is a theoretical possibility of a
malicious party reconstructing an approximation of the data, akin to a
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gradient leak attack in deep learning settings. These risks can be miti-
gated by applying multiple layers of security measures, such as offer-
ing access to only a small number of trusted researchers. Additionally
the relevant legal frameworks also need to be established. The need
for such frameworks also serves as a reminder that purely technical
privacy preserving solutions are not sufficient to establish the neces-
sary trust needed for any federated learning project.

The need for such frameworks, as well as the time complexity of Verti-
cox+, does limit Verticox+ to certain scenarios. Scalability concerns, as
well as the need for trust third parties and a complexity of creating the
necessary legal and infrastructure frameworks, means that Verticox+ is
not a great fit for an internet of things scenario with many parties, all
of which have an extremely low level of trust. However, in formal set-
tings, where it is easier to vet the parties involved, and where parties
have access to the technical infrastructure necessary to deal with the
scalability issues, it is a great tool in the federated learning toolbox.

6.8 Future work
There are currently three major limitations that we would like to im-
prove upon. The current implementation of Verticox+ has not been
made to deal with a hybrid split in the data, that is to say a split that is
partially horizontal and partially vertical. While certain parts, such as
the n-party scalar product protocol, do not need any additional work
to fit in a hybrid setting, we need to determine if it is possible to use
the algorithm as a whole in a hybrid setting.

Secondly, the role of aggregator currently befalls to the party that owns
the outcome data. If the role of aggregator could be moved to a neutral
party without data, it would not know which records the intermediate
values are linked to. This lowers the risk of data leaking. Lastly, we
wish to improve the runtime complexity of the optimization step, for
example by using a different faster optimization algorithm. This step
is currently a considerable bottleneck in the algorithm, and improving
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it would lead to significant gains in terms of the running time of the
algorithm.
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Chapter 7. A Critique of Current Approaches to Privacy in Machine
Learning

Abstract
Access to large datasets, the rise of the Internet of Things (IoT) and the
ease of collecting personal data, have led to significant breakthroughs
in machine learning. However, they have also raised new concerns
about privacy and proprietary data protection. Controversies like the
Facebook-Cambridge Analytica scandal highlight unethical practices
in today’s digital landscape. Historical privacy incidents have led to
the development of technical and legal solutions to protect data sub-
jects’ right to privacy. However, within machine learning, these prob-
lems have largely been approached from a mathematical point of view,
ignoring the larger context in which privacy is relevant. This technical
approach has benefited data-controllers and failed to protect individ-
uals adequately. Moreover, it has aligned with Big Tech organizations’
interests and allowed them to further push the discussion in a direction
that is favorable to their interests. This paper critiques current privacy
approaches in machine learning and explores how various big organi-
zations guide the public discourse, and how this harms data subjects.
It also critiques the current data protection regulations, as they allow
superficial compliance without addressing deeper ethical issues. Fi-
nally, it argues that redefining privacy to focus on harm to data sub-
jects rather than on data breaches would benefit data subjects as well
as society at large.
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7.1 Background

The promise to deliver innovation in fields as diverse as healthcare,
transportation and education has made it difficult to ignore the appeal
of collecting and processing vast amounts of personal data. Access to
large datasets, the rise of the Internet of Things (IoT), and the ease of
collecting personal data, have led to significant breakthroughs in ma-
chine learning[93, 198, 79, 176]. However, they have also raised con-
cerns about privacy and proprietary data protection[14]. Awareness of
privacy issues in the era of Big Data is growing, fueled by recent con-
troversies such as the Facebook-Cambridge Analytica scandal[85, 145]
and reports from privacy watchdogs like the Mozilla Foundation[1],
which highlighted the unethical practices that have become common-
place in today’s digital landscape. Personal data is extremely valu-
able[133] and often harvested without the knowledge or consent of
individuals, leading to potentially negative consequences, not only for
them, but also for society as a whole.

Partially in response to these concerns, European lawmakers created
the General Data Protection Regulation (GDPR) in 2016[59]. In the US,
the State of California soon followed suit, implementing the Califor-
nian Consumer Privacy Act (CCPA) in[23], soon amended by the Cal-
ifornia Privacy Right Act (CPRA). These two acts however only apply
to Californians, and there is no federal-level data protection regulation
in the United States outside of the Health Insurance Portability and
Accountability Act (HIPAA), which only applies to health data. Both
the GDPR and CCPA provide enforceable rights to data subjects and
clearly define the notion of lawful data processing, with real reper-
cussions in case of non-compliance[57, 70, 144, 59, 60, 31, 60] 1. This
formed the perfect context to encourage the further development of

This research received funding from the Netherlands Organization for Scientific Research
(NWO): Coronary ARtery disease: Risk estimations and Interventions for prevention and
EaRly detection (CARRIER): project nr. 628.011.212.

1See GDPR, Chapter 8. Specifically, GDPR, Article 83 (4-6), and Article 84.
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so-called “privacy-preserving” data analysis solutions enabling ma-
chine learning models to be trained without compromising privacy
and therefore avoiding data protection related fines. Various metrics,
such as k-anonymity[171], sensitivity and ϵ-differential privacy[55, 56],
have been established, advertised as ways to measure such privacy-
preservation in an objective and generalizable manner.

This paper aims to critically reflect on the current approaches to pri-
vacy in machine learning. First, we will briefly introduce the concept
of privacy as understood within social science and law. We will ar-
gue that privacy has increasingly been approached as a mathematical
concept, explaining how this technical approach, while beneficial for
data-controllers, fails to protect the interests of data subjects. Next, we
will consider the role of Big Tech in defining what should or should
not be considered private, and how their influence significantly im-
pacts the social understanding of privacy. Finally, we will discuss how
the current situation might be improved to benefit individuals and so-
ciety as large, by arguing for a shift from privacy-preserving machine
learning towards an approach focused on risk assessment and harm
mitigation.

7.2 What even is privacy?
To assess the question of privacy preservation, we first must under-
stand the concept of privacy itself. In this section, we will present
how it is explained in social science and law. These views will then
be contrasted to the understanding of privacy within data science and
machine learning. It goes beyond the scope of this paper to define pri-
vacy in detail. This section merely serves to illustrate the topic. For
more details we refer the reader to the broader literature. Warren and
Brandeis[190] gave one of its first definitions, presenting privacy as
“the right to be left alone” in 18902, as a response to the increasingly
intrusive behavior of the newspapers and paparazzi of the time. Their

2To see the development of the concept over time, see also Alan F. Westin[193].
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article became a catalyst to the debate on individuals’ right to control
other people’s access to them. A more recent understanding of privacy
was developed by Nissenbaum[128, 129], who argues that the level of
protection required is dependent on context. Indeed, sharing personal
information with one’s doctor is perfectly acceptable, yet that same
information ending up in the hands of financial institutions is much
less so. A universal definition is unlikely to emerge, yet some ideas
are clearly associated with the concept of privacy, such as: autonomy,
control and self-determination[148, 42, 22, 168].

In European law, a clear definition of privacy is lacking. Rather, the
concept of “personal data”[59]3, namely data that can be linked back
to an individual, is considered data that requires protection, and, by
extension, should be considered “private”. The right to privacy, de-
spite not being mentioned directly or clearly defined, can thus be un-
derstood as the motivation behind much of the legislation surrounding
data protection.

7.3 Privacy as a mathematical concept
A different understanding of “privacy” is its interpretation within the
realm of machine learning and data science, and even within this
realm, definitions of privacy vary. Repercussions for non-compliance
being severe, the GDPR has sometimes had the unintended
consequence of hindering data-sharing across institutions and EU
member states, even for research purposes[138]. Yet the appeal of
conducting research based off large amounts of data processing has
not diminished. As a response, technological solutions have been
developed to reduce privacy leaks and thus data processing becomes
more compliant with existing legislation. A few of these solutions
include Multiparty Computation (MPC)[202], Federated Learning
(FL)[55], homomorphic encryption[135], and synthetic data[38, 76,
45, 58] to replace real data when training models. Finally, attempts

3See GDPR, Article 4(1)
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to measure privacy in a concrete mathematical manner have been
developed. In this context, privacy is approached mainly using the
following three nonconflicting methods: (a) by setting and utilizing
privacy thresholds, (b) by focusing on limiting data breaches, which
we will discuss in section 4, and (c) through the use of so-called
“privacy-preserving” technologies.

7.3.1 Setting and utilizing privacy thresholds

Whether it is hypothesis testing with p-values[9], creating a sufficient
level of privacy with a privacy budget using schemes like k-anonymity
or ϵ-differential privacy, or deciding if a model’s predictions are ac-
curate enough, statistical measures use specific thresholds as cut-off
points to determine if the scenario passes a test. However, these thresh-
olds are often set based on historic precedent rather than any truly ob-
jective reasoning. While these thresholds can be informative to a cer-
tain extent, the focus on these historic precedents causes researchers
to be mostly concerned with simply passing this threshold, which has
resulted in several important problems.

First, researchers are often not aware of how and why these thresholds
were set[123]. This is especially true for researchers who are not statis-
ticians themselves. For example, most researchers working with quan-
titative data know about p-values, but probably would not be able to
explain why the common threshold used to indicate statistical signif-
icance was set to 0.05. Yet, they will still accept or dismiss research
based on this threshold. Second, this can also tempt said researchers
to tweak their experiments in various ways to pass this test, which
might mislead research findings[82, 19, 91]. In the context of privacy
this may mean that a researcher may mindlessly accept a privacy so-
lution because a statistical test shows that with p < 0.05 no data is
leaked. Lastly, while these measures are often effective at ranking dif-
ferent scenarios, it can be extremely difficult to meaningfully explain
the practical differences between a “good” and a “bad” score. Com-
bined with the arbitrary nature of the threshold this makes it very dif-
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ficult to explain why a solution is dismissed as “bad”, other than a sim-
ple “computer says no”. While there is occasionally pushback against
this blind reliance on arbitrary thresholds, but it is still a problem that
can commonly be observed.

7.3.2 Privacy-preserving technologies

Approaching privacy as a technical problem has inevitably
led to attempts to solve it technologically. In recent years,
privacy-preserving or enhancing technologies have been developed
to minimize the risk of data leakage and data reidentification. These
solutions enable organizations to undertake multi-institution research
projects[153]. They have notably been used to develop various
commercial products, such as personalized advertisements, predictive
text models for mobile phones, and recommender systems based
on users’ profiles and purchase history, but also to improve public
services. Hospitals have used Federated Learning to combine patient
data in a privacy-preserving manner to train machine learning models
for disease diagnosis, which in turn improves healthcare offerings[93,
102, 200, 199, 180, 176, 106, 15].

The progress made in developing these privacy enhancing tools is un-
deniable. However, current literature is primarily focused on the tech-
nical aspects of privacy and ignores other important issues. Addition-
ally, while mathematical measures of privacy may allow solutions to
be ranked easily, this ranking is largely a theoretical exercise, and it
may be difficult to determine the exact practical differences between
two competing solutions. Lastly, reducing privacy to a purely mathe-
matical problem gives it an “objective” veneer, which can be used to
whitewash a project. Additionally, large tech organizations may push
their preferred metric in an effort to shape the discussion on privacy
in ways that benefit their business model. In the following sections we
will elaborate these topics.
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7.4 The misplaced focus on preventing data leaks
and its consequences

Privacy is important in 4 aspects of the development and implementa-
tion of data-driven projects. These aspects are: (1) the training of the
model, (2) the use of the model, (3) the technique or technology de-
ployed, (4) aim and application of the project. It is only when privacy
is accounted for in all 4 of these aspects that such a project can be con-
sidered “privacy-preserving”. These aspects tend to compete for re-
searchers’ attention. For instance, problems that arise during training
(1) might include technical challenges such as data leaks or poisoning
attacks by malicious parties. Similarly, issues falling under aspect (2)
are primarily technical, such as concerns about model inversion. Ad-
ditionally, there may be practical problems that may need to be solved
regarding the model use, for example where is the model hosted and
how it accesses new data. However, the use of the resulting analy-
ses (4) introduces more social and ethical considerations. For example,
could the resulting model lead to discrimination, or reinforce exist-
ing biases[184, 53]? Answers to these concerns are often less straight-
forward.

Likewise, ensuring the proper technique is applied to a specific prob-
lem (3) is relatively straightforward to establish and control. For exam-
ple, if a project requires zero trust then it is trivial to establish that tech-
niques that rely on a trusted third party are inappropriate. However,
determining whether these techniques are implemented in an ethically
responsible manner, and will not be abused in the future, for example
after a change of leadership, is considerably more difficult. Ethically
assessing an algorithm is challenging; but the manner in which it is
used deserves attention. As a result, it is common to focus purely on
the technical aspects, ignoring the ethical, legal and societal aspects
(ELSA), of which privacy is part. Technical data leaks usually result in
damage to the data-controller, revealing industry secrets and/or caus-
ing organizations to lose their commercial advantage, as well as lead
to significant reputational damage and/or fines to the data-controller.
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This has led to zero-trust policies and complicates large cooperative
projects, as sharing data is often deemed too risky or complex to exe-
cute safely.

However, these technical leaks do not necessarily lead to real harm for
the data subjects. For example, the data leaked might not be directly
identifiable without the use of additional information that is only avail-
able to the data-controller. While it may be technically possible to com-
bine and cross-reference various external data sources to identify indi-
vidual data subjects, this is unlikely to be feasible and the risk should
be weighed against the effect and probability of successful attack. Ad-
ditionally, the more sensitive the data, the harder cross-referencing be-
comes; sensitive data is not only better protected, but also harder to ac-
quire[59]4. This greatly limits the real harm done to the data-subjects.
Finally, the step from a data leak to personal harm or damages of an in-
dividual often requires an active and conscious act of someone, which
may not be the case.

To illustrate this, let us look at one of the most famous examples of data
reidentification, the Netflix competition of 2006, in which researchers
used a freely available public IMDB dataset to re-identify the records
contained in the Netflix dataset[125]. This was despite the fact that the
Netflix dataset was considered not to contain any sensitive identifiable
data. Additionally, had the IMDB dataset not existed, it would have
been possible to create a reference database via phishing attempts,
such as using seemingly harmless quizzes on the internet[136], or by

4See GDPR, Article 9. Processing of special categories of personal data. See GDPR,
recital 51. further clarifying the protection of sensitive personal data, lifting the
restriction on processing in cases were explicit consent is provided by the data
subject, or: ’[...] for the performance of a task carried out in the public interest or
in the exercise of official authority vested in the controller.’. See GDPR, recital 52.
which further derogates the processing prohibition of special data for the public
interest: ’Such a derogation may be made for health purposes, including public
health and the management of health-care services, especially in order to ensure
the quality and cost-effectiveness of the procedures used for settling claims for
benefits and services in the health insurance system, or for archiving purposes in
the public interest, scientific or historical research purposes or statistical purposes.’
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abusing data-leaks. In this instance, the risk of reidentification was
very high, thanks to publicly available reference datasets, as is clear
in hindsight. However, it is important to note that the real harm to
data-subjects from this leak was minimal or non-existent as it con-
tained little to no new information compared to the already public
IMDB database, and knowing who makes which comments on which
movie has very limited risk of damage to that reviewer anyway.

In contrast, a medical dataset does not have an easily accessible public
database that could be used to re-identify individuals. It’s also much
less likely one would be able to successfully employ phishing websites
to gain access to a dataset to cross-reference. No matter how personal
the medical data may be, they are, in practice, extremely unlikely to
lead to patient reidentification and subsequent harm and damages.

Another example of how minor leaks are often presented as major
problems can be seen in the following paper. Slokom et al. claim
synthetic data is not privacy preserving because they devised an at-
tack which revealed sensitive data[166]. However, they overlook key
contextual aspects. Most notably, that the leaked sensitive informa-
tion is limited and often does not meaningfully improve upon baseline
prediction of sensitive attributes; in some scenarios, it even performs
worse. Even when successful, the attack only slightly exceeds random
performance, achieving about 60% accuracy on a sensitive binary at-
tribute. This high level of uncertainty means that such an attack can-
not be deemed a serious privacy threat in this scenario. If attacks with
such high levels of uncertainty are deemed major breaches of privacy,
publishing any analysis would be impossible, as even basic analyses
reveal information[54, 164]. While the attack vector is relevant and a
potential concern in specific scenarios, Slokom et al. do not address its
practical limitations.

These examples are illustrative of the broader problem within privacy-
preserving literature caused by the focus on technical research ques-
tions and failure to consider contextual practical implications and lim-
itations. These studies usually only consider the worst-case scenario
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where the attacker has practically unlimited resources, or it is assumed
that a reference dataset exists to identify individuals. Each record is
presupposed to always be unique enough to be identifiable, even if
best practices show that such outliers are uninformative and should
be removed from your dataset during preprocessing, thus providing
a minimum level of privacy via k-anonymity[171]. Additionally, the
impact of an attack is based on the amount of data revealed, not on the
contextual harm it can do to the data subject. For example, if an at-
tacker attacks two image recognition models, one trained on faces, one
trained on MRI images, and in both cases retrieves an image, and noth-
ing more, this is treated as an equivalent leak with equivalent damage
in both scenarios. This ignores the fact that one image may be easier
to identify but contains relatively limited sensitive information, while
the other image contains a lot of sensitive information but may be more
difficult to identify. The potential for harm towards the data subject is
vastly different in the two scenarios.

In summary, the real impact on the data subjects in the given context
is rarely considered, and neither are their preferences. This leads to a
focus on secrecy over privacy. Which in turn also leads to researchers
ignoring other important, and often connected, ethical aspects such as
the risk of biases harming the data subjects. It also leads to researchers
overlooking alternative solutions, such as legal solutions. Lastly, be-
cause of this focus on secrecy and the relatively short-term goal of pro-
tecting the data-controlers’ interests, researchers and engineers often
ignore the long-term implications of a project for the data-subjects.

The focus should instead lay on how the different stakeholders in-
volved are affected, with a strong focus on the data subjects, by po-
tential leaks, as well as how “normal” use of the data would affect
them. Additionally, researchers and policy makers should rely less on
generic definitions of the risks involved, instead the risks should be
estimated on a project-by-project basis. Lastly researchers should ac-
knowledge and actively push for alternative solutions. They should
not be allowing privacy preserving technologies to be used to white-
wash questionable projects. We will further discuss this practice of
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whitewashing in the next section.

7.5 The role of Big Tech in defining what is, should
or should not be private

In order to create and maintain a situation where they benefit, Big Tech
companies have successfully pushed their own agenda, by influencing
our understanding of privacy. This paper has introduced 4 aspects of
AI privacy in section 4 above: (1) the training of the model, (2) the
use of the model, (3) the technique or technology deployed, and (4)
the aim and application of the project. Big Tech companies, however,
almost entirely focus their privacy preserving efforts on the first 3 as-
pects. Indeed, those are the phases that allow them to focus on “objec-
tive” technical mathematical problems, for which easily demonstrable
solutions can be found. Aspect 4, however, is entirely neglected, as
it is more likely to raise questions of a more ethical nature that can-
not be addressed straightforwardly. This attitude is in alignment with
the general practices highlighted in section 4. This section goes fur-
ther with that observation, arguing that Big Tech is directly involved
in maintaining a reductive understanding of privacy as an issue that
can be fixed technologically. This allows them to circumvent deeper
questions about their business model. Rather than to rethink the way
that they collect and process data, they instead (a) created services ad-
vertised as “free” but that users in fact pay for by giving away personal
data, (b) hide under the promise of “privacy-preserving” techniques,
(c) use these techniques to justify targeted advertising and (d) elimi-
nate dissent and competition through brain draining and lobbying.

7.5.1 The expectation of “free” online services

Meta, Amazon, Alphabet: all offer services – such as online shopping
apps, search engines, and social media apps - that appear free and are
so convenient that their use has become the norm. That those services
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are not ‘free’ for use but paid by the trade-in of personal information is
not often clear to users, although awareness has been rising. In the EU,
lawmakers have deployed efforts to protect the rights of individuals to
their personal data with the General Data Protection Regulation. While
the GDPR has, at times, constituted a minor setback or annoyance for
these companies, it did not result in them rethinking their incredibly
profitable business model. Instead, they opted for privacy-washing
and complying in ways that could be qualified as questionable. For
example, back in October 2023, Meta announced that it would give its
European users the choice to use their platform without being shown
relevant ads[61, 150], if they agreed to pay a monthly premium of 9,99€
for the web versions, and 12,99€ for the apps. This was a direct re-
sponse to European legislators warning Meta that they could not force
its users to consent to their data being extracted by making them leave
the platform if they wished to preserve their data[71]. Yet, the effect
was the same: Meta users were greeted with a long wall of text and
the choice to tick either one box or the other, deciding whether they
wanted to keep using the platform for free, or pay a subscription. This
tactic, qualified “pay or okay”[173], was harshly criticized by the Euro-
pean Data Protection Board. Indeed, the hefty price tag, together with
growing apathy amongst social media users[112, 80, 189], is unlikely
to lead to them paying such a sum in the name of privacy.

7.5.2 Technological privacy preservation

Aside from offering convenient, attractive and “free” services to their
users, Big Tech companies would also suggest that their processing of
your personal data is entirely safe and private. In order to sell this
point of view, they are heavily involved in the development and pro-
motion of privacy-preserving technologies. Given that their business
model relies on the use of vast amounts of personal data, they have a
clear stake in the development of such technologies, as well as their
perception by legislative authorities and the public. One of such tech-
nologies is federated learning, a term coined by Google, which heav-
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ily relied on this technique to develop personalized text prediction in
the Gboard, the virtual keyboard with auto-correct and text prediction
functionality[15]. Many promotional materials can be found to sing
the praises of this learning method, all the while obscuring the fact
that the company, although indirectly so, is accessing the contents of
our emails, messages, and all other text input processed using Google’s
software. Is personalized text prediction worth such an invasion of pri-
vacy? The default on our machines would suggest that the answer is
yes.

Given that personal data have become highly commodified and prof-
itable goods, companies naturally try to accumulate as much of it as
possible and allow their data scientists to run numerous analyses on it.
Hiding behind the promise of privacy-preservation enables this data
behaviour: after all, if the data used is anonymous[59]5, why should
consumers or legislators be worried6? However, this anonymity claim
is flawed: while privacy preserving techniques (PPTs) can guarantee a
certain layer of security for a single analysis, one could run multiple
queries concurrently in order to reveal private information. Just be-
cause a technology makes data processing safer, does not mean safety
is guaranteed. On the contrary, being truly concerned with privacy
would mean implementing queries that are predefined and limited in
scope for specific high-level functionalities: for instance, building a
model. Such an approach would align more closely with EU legisla-
tion and its guidelines on ethical & trustworthy AI[141], which pro-
mote data minimization, human oversight, and prevention of harm.
Big tech companies’ tendency to greedily accumulate data directly con-
tradicts these principles.

5See GDPR, Article 2(1), respecting Article 4(1), and recital 26. Truly anonymous
data, as explained in recital 26, does not fall within the material scope of the GDPR
(Art.2(1)).

6Personal data protection legislation largely does not bite on anonymous - truly de-
identified - data; research ethics has always seen consent and anonymisation as
the gold standards of protection of the individual. This leaves open other dignity
breaches in relation to de-identified data.
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Rather than fundamentally rethink their unethical business practices,
Big Tech has instead focused on advertising technological fixes to the
issue of privacy, using objective numbers to solve an issue that is, in
fact, societal. As such, the mathematical conception of privacy entirely
benefits their agenda. It is much easier to develop new technology to
remain under a set privacy threshold rather than to think more deeply
about the ethical and safety concerns associated with their process-
ing of personal data. Furthermore, this focus on secrecy and prevent-
ing data leaks presents a clear commercial advantage. To ensure that
their vision is widely disseminated, Big Tech has funneled a signifi-
cant amount of energy and funds into research that aligns with their
agenda and promotes the use and effectiveness of PPTs[192, 134, 205,
130]. Consequently, views commonly held in privacy-preserving liter-
ature tend to align with the interests of these companies and organiza-
tions, a point this paper will elaborate on further in section 7.5.4.

7.5.3 Privacy preservation and audience targeting

While PPTs afford a higher level of safety in gathering and processing
personal data, their use (aspect 4) can result in models which would
constitute an intrusion in one’s private life. A blatant example of this
is targeted advertising[170, 11, 142, 47], which is usually activated by
default, and is not easily disabled. Furthermore, allowing your data to
be collected is often the condition to access or use most services pro-
vided online. Companies claim that they are able to perform such a
service while preserving user privacy[147], by using state of the art
PPTs. However, it can easily be argued that targeted ads themselves
present a breach of privacy. They reflect a user’s browsing history,
past purchases, etc. Who hasn’t had the experience of searching some-
thing up, only for ads for that very item being plastered all over the
next website we visited? Other examples below are empirical evidence
of these practices. Expectant mothers are likely to engage with posts
and hashtags related to pregnancy, leading to the ads being showed
to them being very baby-centric. This could lead to potentially in-
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advertently revealing pregnancies if one uses their personal device in
view of someone else, but it can also lead to personal harm. In 2018, a
woman reported that Facebook would continuously show her ads for
baby products while she was grieving the loss of her unborn child[21].
The company had successfully detected her pregnancy, but not that it
had resulted in a stillbirth. With Roe v. Wade being overturned by the
Supreme Court in the US in 2022, additional concerns are rising regard-
ing the right to privacy about one’s pregnancy status[95]. The popu-
larity of period-tracking apps is leading to fears that such data might
end in the hands of prosecutors trying to enforce the criminalization of
abortion. A growing body of literature discusses the many risks asso-
ciated with Big Tech’s access to information about female reproductive
health[119, 161, 40, 120, 83]. The Cambridge-Analytica scandal[85] has
also shown that ads can be used to successfully influence democratic
elections by targeting the individuals most likely to be swayed[7], in-
vading user privacy and using the information collected in the process
to manipulate them.

7.5.4 Biased research and lobbying

A few powerful companies hide behind the label “Big Tech”: arguably
the most important are Meta, Alphabet, Microsoft, Amazon and Ap-
ple[181, 4]. Together, they form an oligarchy, dominating the IT mar-
ket worldwide. But this influence does not stop there. Recent studies
have shown that Big Tech financially backs a large proportion of aca-
demics in the field of AI[140, 3, 121, 130]. In doing so, they ensure that
research aligns with their interest. An example of this is how research
is currently being conducted on the topic of “fairly” rewarding data-
contributors[113]. This would involve rewarding them proportionally
to the value of the data they contributed, in a privacy-preserving man-
ner, to a project. Such a system would entirely benefit these oligarchies,
as they are the legal custodians of the largest amount of data, and
would be completely irrelevant as far as the individual data subjects
are concerned as individual subjects will never provide enough data
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to receive meaningful rewards under such a scheme. It would dis-
proportionately hurt marginalized communities, which already bene-
fit the least from improvements in AI, while suffering the most from
its side-effects[64, 12, 197]. In funding such research, oligopolies gain
credibility and build trust by claiming to implement “fair” and “pri-
vacy preserving” AI, even though they are clearly serving their own
interest, even at the cost of harming others. Consequently, govern-
ment bodies, who rely on academia for guidance on how to regulate
AI, are likely to be influenced by this agenda too[3].

When they are not actively draining brains from academia or from
promising startups[73], Big Tech companies actively challenge what
little is left of their competition through lobbying. It is interesting to
consider the difference in the western public perception of TikTok and
Meta, two companies that offer fundamentally similar services with
the same modus operandi. That TikTok is facing being banned in the
US whereas Meta is allowed to thrive is therefore puzzling, until one
becomes aware of the role that the latter played in that situation. It was
indeed reported that Meta had spent millions on lobbying for such
a ban[159], insisting that the Chinese-owned TikTok represented not
only a threat to the privacy of its users, but also to national security,
helped in the process by US lawmakers’ long history of sinophobia,
which the COVID-19 pandemic only worsened[165]. In the EU, the
app was banned from the official devices of government personnel
for similar reasons[114], while the use of US-owned social media plat-
forms remains allowed. This raises the suspicion that Meta rid itself
of its biggest competitor on the market, by presenting itself as less of a
threat than its Chinese counterpart[110].

7.6 Discussion

The way the issue of privacy is understood, approached and “solved”
within the field of machine learning is currently flawed. Rather than
serving the interests of the people whose privacy is at risk, arguably it
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aligns with those of Big Tech companies. They are able to profit from
constantly exploiting our personal sphere, extracting as much data as
possible, and selling this data to third parties that use this informa-
tion to either sell us goods and services or, more worryingly, influence
our beliefs and behaviour. This situation needs to change. This sec-
tion goes over potential solutions to some of the problems highlighted
above.

First, the definitions of privacy need to be improved. Currently, what
is considered an invasion of privacy will not necessarily lead to harm
to data subjects. A great deal of effort is deployed in protecting data
against such invasions, even when they do not harm data subjects in
any tangible way. Making possible harm to data subject central to that
definition would be a huge improvement. As of now, there is a dis-
proportionate focus on data leaks, which is more likely to benefit data-
controlers, their trade secrets, and their position of power on the (AI)
market, rather than data subjects themselves. Additionally, acknowl-
edging the fact that privacy itself is a nuanced concept, which cannot
entirely be solved through technological means, would be a more hon-
est approach. Acknowledging this limitation would help counter the
false sense of security that one’s data can be kept 100% private even
when harvested by Big Tech. A false sense of security that these com-
panies will happily use.

Under the current definition of privacy within machine learning, a
data leak comprising information about a random unknown patient’s
blood type that could very difficultly be linked back to them would be
considered a privacy issue, whereas a specific individual woman being
labeled as “pregnant” even when she did not voluntarily share that in-
formation about herself, might not be considered a privacy issue. This
situation is nonsensical and is not beneficial to data subjects.

Secondly, when it comes to European regulation, while steps have been
taken in the right direction, they are insufficient to generate change.
For example, while the GDPR introduced the option of consent for
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personal data processing, this condition is easily met by implement-
ing pop-up, sometimes pre-ticked consent boxes to websites and apps
that collect personal information[88], by implementing “pay or okay”
subscription models to give users the illusion of agency, or more re-
cently, using legitimate interest as a justification to unilaterally decide
to employ user information to train AI models, as well as by making it
the user’s responsibility to become aware of this policy and to object by
filling out a form that demands that the user justifies their decision[77,
116, 67, 86, 158]. Using clever legal loopholes, companies are able to
continue their activity in compliance with European legislation, with-
out meaningfully reducing the possible harm caused to data subjects.
The vision of the EU is short-sighted and fails to address the deeper
issues caused by the very business model of these companies, which
have cleverly avoided making any real change to their unethical prac-
tices. Focusing on user consent as a legal basis for data processing does
not seem to be the answer when many data subjects have grown ac-
customed to using free apps and services in exchange for data or feel
like they have lost complete control over their personal information.
Additional steps in the regulation of AI have been taken, comprising
the Digital Market Act, the Digital Services Act and the AI Act, how-
ever they are likely to have a similarly limited effect, although perhaps
the observed shift[99], in the AI act, to focusing on possible harm and
risks to humans, which is one of the 7 guiding principles of trustwor-
thy AI according to EU, could lead to some more promising results.
As discussed, data science projects often focus on the training and im-
plementation stages of their models, while neglecting their possible
real-life consequences. Becoming more conscious of these long-term
implications would make it easier to identify potential risks further
down the line. This would not only be an improvement on a project-
by-project basis, but also create a healthier culture, where data scien-
tists look beyond their direct responsibilities toward potential future
problems. Furthermore, a clearer understanding of the real impact of
data leaks onto data subjects, rather than data-controllers, would be
beneficial. Current research focuses on theoretical impacts, rather than
realistic impact. Identifiable data may be of extremely limited value to
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attackers, and reidentification itself might not necessarily lead to harm
to the data subjects.

Thirdly, while shifting to a risk or harm-based approach rather than
a consent-based or technologically private approach would be an im-
provement, another step in the right direction would be to give more
importance to the purpose of data processing. While exceptions to cer-
tain GDPR obligations are in place for data processing that is under-
taken for research or common good purposes, it is still frequently the
cause of much confusion and frustration for many who perform such
work. Research has suffered time and time again from attempting to
comply with rules for which they were not the primary target. At the
same time, EU regulation has failed to significantly hinder unethical
and invasive large scale data collection and manipulation by Big Tech
companies. Purposes such as targeted advertising and online profiling
should be more strictly regulated, especially when they have proven
to be harmful. Without a bolder regulatory approach, EU data subjects
will continue to see their data being extracted from them and sold to
third parties that may not serve their interests. Furthermore, as this
is often done without the subjects’ knowledge, existing legal recourse
becomes virtually inapplicable: without information about who is ac-
cessing or processing one’s data, and for what purpose, how would
one request that they cease to do so? Lack of transparency about data
handling has led to the inability for people to effectively exercise their
rights to control their personal information.

7.7 Conclusion

The machine-learning field has attempted to reduce the complex
notion of “privacy” to a purely mathematical, technically solvable
problem. This has led to several issues: the creation of privacy
thresholds that hold little meaning, the claim that certain technologies
will guarantee that personal data will remain private, and an overall
focus on the development of such privacy-preserving techniques

158



while completely neglecting longer-term effects of large-scale
data-intensive projects. Treating privacy like a simple, solvable
issue has allowed the Big Tech oligarchy to continue profiting
from harvesting data from millions of users without having to pay
sufficient attention to the potential harm caused to data subjects
by their activities, justifying their behaviour by advertising their
technologically robust privacy-preservation techniques. The steps
taken in data protection law so far have not had a significant impact
and led to new issues for actors that process data for purposes should
instead have been facilitated, such as research.

It is our hope that this article will spark new discussions surrounding
the role of Big Tech, and researchers themselves, in defining privacy
not only within the machine-learning field, but also in policy-making
and public discourse. These could in turn help reshape the privacy
protection framework so that it focuses on those who truly should be
protected: the data subjects.
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8
Discussion

The desire to unlock the knowledge hidden in data, and the realization
that individual institutions struggle to gather sufficient data has led
to an ever increasing wish to use siloed data. This required the shar-
ing of data and brings with it numerous legal and practical concerns
which need to be addressed. The field of federated learning arose to
address these concerns[93, 198, 79, 176, 102]. Within this thesis, we
have presented several novel works which we believe will move the
field forward, especially in vertically partitioned scenarios. The solu-
tions presented in this thesis are largely focused on solving the techni-
cal challenges associated with such scenarios. However, they are not
limited to the pure technical considerations. Furthermore, we are of
the opinion that limiting our work to purely technical solutions would
be a disservice to the individuals whose privacy we claim to protect.
In the remainder of this chapter we will briefly discuss our technical
contributions to the field, followed by a discussion of the ethical con-
siderations we think are important. Lastly, we will provide a summary
of the direction we think researchers should move into.
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8.1 Technical results

Throughout this thesis we have presented several technical solutions
for federated learning in a vertically partitioned scenario.

In chapter 2, we introduced the privacy preserving n-party scalar prod-
uct protocol. This protocol can be used to answer basic queries about
a federated dataset, such as how many individuals fulfil a specific re-
quirement in a privacy preserving manner, even when data is verti-
cally split over multiple parties. In this chapter, we show how the
original protocol[50], which could only handle two parties, can be ex-
tended to scenarios with more than two parties. This new n-party pro-
tocol can be used as a building block in more complex analyses, such
as the training of a machine learning model[194, 50, 38, 178].

In chapter 3, we used the privacy preserving n-party scalar
product protocol[37] as a building block to create a new algorithm
“VertiBayes”. This algorithm can be used train a Bayesian network in
a federated setting while preserving privacy. Bayesian networks are a
commonly used model, popular for the ease with which they can be
interpreted without needing a technical background. Additionally,
they can incorporate existing expert knowledge, making them a
popular solution in fields where such knowledge is available[137,
186, 27, 117]. VertiBayes is the first vertically partitioned federated
implementation of a Bayesian network that can be used with an
arbitrary number of parties.

In chapter 4, we present a literature review on the use of ensemble
learning[131, 151] within federated learning. Our initial hypothesis
was that ensemble learning makes is natural fit to handle the split
nature of federated learning[182]. Additionally, the use of ensembles
would provide a natural level of privacy protection, as it reduces the
need to communicate between parties. However, not only is the cur-
rent use of ensemble learning in a federated setting limited, but ensem-
ble learning was sometimes viewed as a completely different, compet-
ing solution[52, 78]. After this surprising finding we attempt to build
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our own ensembles in chapter 5. In this chapter, we introduce the fed-
erated Bayesian network ensemble (FBNE); an ensemble of Bayesian
networks which takes advantage of the federated nature of the data.
We show that FBNE is a viable alternative to VertiBayes[38], providing
a number of advantages; a reduced communication overhead notice-
ably reduces the training time, it is simpler to use FBNE in a federated
nature to classify new records, and lastly, ensembles can potentially
help deal with biases in the training data[32]. Biases are likely to be
present in a federated scenario as the different parties involved may
serve different populations and may follow different protocols, both
of which can easily introduce biases into the dataset. It achieves these
advantages while retaining its performance, and potentially even out-
performing VertiBayes in the right circumstances. However, it should
be noted that the inherent disadvantages of ensembles remain present.
Ensembles are more difficult to interpret than a single model. Addi-
tionally, the base classifiers used in the ensemble need to achieve a
minimum quality. For example, should individual parties have too
few records to build local models with sufficient quality, an ensemble
of these models will perform poorly.

Moving on to chapter 6, we utilize the privacy preserving n-party
scalar product protocol to improve the original Verticox algorithm[39],
creating “Verticox+”. The original algorithm can be used to train a
Cox proportional hazard model in a vertically partitioned scenario.
However, it relies on the assumption that the event time is known
locally at each party. This assumption is impractical in a realistic
scenario as a vertically partitioned scenario implies each attribute,
including the event time attribute, is only known at one party. This
would imply that the original Verticox algorithm requires the sharing
of this event time attribute, which presents a potential privacy
concern. Verticox+ removes this assumption, thus removing the
privacy concern and broadening the potential use-cases of Verticox.

These technical chapters show that it is feasible to create technical so-
lutions to perform a given analysis in a privacy preserving manner.

163



Chapter 8. Discussion

8.2 Ethical and cultural considerations
While the bulk of this thesis is focused on providing technical solu-
tions privacy cannot be viewed from a purely technical point of view.
Throughout this thesis we occasionally touch upon the broader con-
text of privacy, and in chapter 7 we take a deep dive into the subject.
Broadly this has led to the following results.

8.2.1 Arbitrary definitions

As mentioned in section 8.1, we delved into the use of ensemble learn-
ing within a federated setting in chapter 4. Our original hypothesis
was that ensemble learning formed a natural fit for the split data sce-
nario federated learning presents. However, not only did it turn out
that the current use of ensemble learning in a federated setting was
limited, but the established literature cannot even agree on what ex-
actly counts as ”federated learning”. Ensemble learning was some-
times viewed as a completely different, competing solution[52, 78].
This trend is also observable in broader literature, with certain parts
of the community deeming even SMPC and secret sharing as separate
solutions.

This tendency to present different technical solutions as competing so-
lutions, as opposed to complementary solutions, results in the prema-
ture dismissal of potential solutions. To avoid limiting our potential
toolbox we need a cultural shift and stop defining what is and is not
”true” federated learning based on arbitrary definitions.

8.2.2 The limitations of technical solutions

The solutions proposed in the various technical chapters of this thesis
show that it is feasible to create technical solutions to perform a given
analysis in a privacy preserving manner. However, in each of these
chapters similar technical limitations need to be acknowledged. These
limitations force us to acknowledge that there are scenarios in which
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these solutions may not be appropriate. The solutions presented in
this thesis are tailored towards scenarios with a relatively low number
of parties, with access to certain expertise, hardware, and software.
Additionally, the proposed solutions require a certain level of trust to
have been established between the various parties.

This is not an inherent problem, the proposed solution works within
the limitations of research projects such as the CARRIER project, the
driving force behind this thesis. Additionally, by honestly acknowl-
edging these limitations further projects can easily determine if the so-
lutions presented here are appropriate for the problem they wish to
solve themselves.

However, much of federated learning literature aims to provide uni-
versal solutions that are appropriate regardless of context. As a result,
contextual limitations are rarely acknowledged. Furthermore, when
they are acknowledged they are often deemed a major weakness. Es-
pecially the open admittance that certain problems cannot be solved
with technical means, but require legal, or other solutions, is consid-
ered deeply unfavorable. Refusing to acknowledge these limitations,
as well as refusing to discuss potential alternatives, or even refusing to
question the need for a federated project, creates a false sense of secu-
rity. It leads to projects being presented as privacy preserving despite
major concerns.

8.2.3 The ethics & culture of privacy preserving research

We fully dive into the ethics, general viewpoints, and broader culture
of the federated learning and privacy preserving community in chap-
ter 7. As we discuss in this chapter, the community is shaped by the
interests of big public and commercial institutions[140, 3, 121, 130].
The priorities and interests of these institutions does not always align
with those of the data-subjects whose privacy they claim to protect.

These institutions shape how privacy is viewed. This can be a conse-
quence of lobbying, internal policies, or their scientific output[73, 159,
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110, 114]. For example, Google was the first to introduce the term fed-
erated learning in 2016, as briefly touched upon in section 8.2.1, certain
parts of the community still hold on to the original definition given by
Google as the one true definition of federated learning, viewing other
solutions as direct competition. This is only a small example of the how
such institutions have the power to shape the field, both on accident
and on purpose, and guide the discussion through this.

The wish for universal solutions mentioned in section 8.2.2 is another
example that originates from these institutions. Approaching privacy
as a technical problem allows these institutions to create a veneer of
objectivity. By focusing purely on the technical problems institutions
can whitewash questionable projects; hiding behind the claim that a
project is privacy preserving while ignoring more fundamental ques-
tions about the ethical implications of their projects.

Even when there is no malicious intent, the field may still be harmed as
a consequence of the influence of these institutions. For example, the
focus on technical solutions has led to the community at large view-
ing privacy and secrecy as equivalent concepts. Secrecy being broken
does not mean the data-subjects are harmed, however this focus on se-
crecy does guarantee that leaks are treated as a major scandal which
results in reputational harm to the data processor. Consequently this
has led to institutions prioritizing the wrong thing as they try to min-
imize the damage of a breach of secrecy without considering if it ac-
tually leads to a breach of privacy. Additionally, it pushes the com-
munity towards universal solutions, which can capture the concept of
privacy in a mathematical function. Ignoring the fact that privacy as a
concept cannot be captured by equations, as it is dependent on context
and culture. Ultimately this results in sub-optimal outcomes for the
data-subjects whose privacy we claim to protect.

Lastly, the community rarely acknowledges that privacy is relevant
throughout the entire lifecycle of a project. Privacy preserving
techniques are often created to provide protection during a specific
phase of a project, for example during the training of a model.
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However, what happens to the privacy of individuals during the
remaining phases of the project lifecycle is rarely considered. There is
little value in using privacy preserving techniques to train a model, if
the goal of a project is to invade the privacy of future subjects using
that model. This need to look at the entire lifecycle, and not just focus
on one small step, is rarely acknowledged within broader literature.

8.3 Future directions

Much progress has been made to create various technical solutions to
improve privacy guarantees. These techniques show that it is feasi-
ble for parties to jointly perform certain analyses on their private data
without having to reveal the data to the other parties when a certain
level of trust is established. This has resulted in many tools that can
provide extra layers of security for projects where privacy is a concern.
However, the influence of large institutions, as well as the natural in-
clination of technical researchers to focus on technical solutions, means
that the current solutions do not always align with what data-subjects
truly need. As a result there are two important aspects to consider for
future research.

8.3.1 Ethical considerations & a shift in culture

The influence of large institutions, both public and commercial, has
resulted in the community developing a tunnel vision on technical so-
lutions. The community is pushed to create techniques that work re-
gardless of context, to prioritize secrecy above all else, and to eliminate
the need for any supplementary solutions such as legal agreements.
We prioritize the interests of these institutions over the interests of
the data-subjects whose privacy we claim to protect. Privacy preserv-
ing techniques are used to whitewash ethically questionable projects,
while at the same time important projects for the public good are un-
dermined by a fear of scandals and restrictive rulings.
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The privacy preserving community needs to reevaluate its priorities. It
needs to acknowledge that not all problems can be solved with a tech-
nical solution. The influence of these institutions needs to be curbed,
and a greater focus on the interests of the data-subjects is needed. The
definition of privacy needs to shift away from secrecy, and focus more
on the realistic harm done to data-subjects. This includes a greater fo-
cus on the goal of any given project; even the best privacy preserving
techniques will not help if the goal of the project is itself an invasion of
privacy.

Lastly, the naive pretense that a universal solution can be created,
which works in any context, should be dropped. Both for the benefit
of the community, as for the benefit of the data-subjects we wish to
protect.

This will require a higher level of cooperation between legal, technical,
and ethical experts. Additionally, it will require the development of
better legal frameworks to help push back against the influence of the
big institutions that currently get to define the topic.

8.3.2 Improving technical solutions

While a cultural shift, and redefinition of what it means to protect pri-
vacy, is needed, it should be acknowledged that the privacy preserving
solutions that have been developed remain useful tools, provided their
limitations are acknowledged. Further development of these solutions
remains valuable and is needed.

Current solutions are heavily focused on horizontally partitioned sce-
narios. Consequently, vertical solutions are underdeveloped. How-
ever, vertical scenarios represent some incredibly interesting use-cases.
Combining data from different parties who historically do not work to-
gether could lead to insights in various fields. It is especially relevant
in fields where it is well established that data from different sources is
relevant, but where this data is not utilized as it is collected by differ-
ent parties. The link between socio-economic data and healthcare data,
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collected by different parties, in the CARRIER project that is driving
this thesis is but one example of such a use-case. Creating better feder-
ated learning solutions to support such projects would be beneficial.

Many algorithms simply do not have a vertical implementation. Such
implementations are needed to unlock the information hidden across
vertically split data. If a vertical implementation exists, it often suf-
fers from performance issues. Vertical scenarios often require more
complex solutions to maintain privacy(or rather secrecy), which comes
with an associated overhead. Improving the time and space complex-
ity of existing solutions is necessary. However, it should be noted that
vertical scenarios often involve fewer parties, when compared to hori-
zontal parties. Additionally, vertical scenarios currently rarely involve
edge-devices and generally utilize more powerful hardware. Lastly,
vertical scenarios are often research projects between different insti-
tutions, who can afford to wait for a model to finish training. This
means that what constitutes an acceptable performance is wildly dif-
ferent compared to horizontal scenarios. As such, while optimization
remains important, it is unlikely to be the top priority in a vertical par-
titioned scenario, or at the very least, the focus of optimization may
be on different aspects compared to horizontal federated learning so-
lutions.

Lastly, the existing implementations need to be made production
ready. While many federated learning libraries and tools are currently
being developed, many projects do not deliver products that are
ready to be deployed in the real world. The product may be a simple
proof of concept, it may be written to work in a specific environment
and not translate to other environments, it may rely on assumptions
which are unrealistic, or it may lack basic functionality, such as
user management or logging, which is uninteresting for a research
project, but very important in a practical setting. Research projects
into federated learning should have a greater focus on ensuring
their output is production ready so it does not devolve into a purely
technical exercise that never sees use in the real world.

169



Chapter 8. Discussion

8.3.3 Preserving privacy in ways that matter

The work done to preserve privacy is promising. While large institu-
tions hold a disproportionate amount of influence, and technical so-
lutions may not be able to solve everything there have been clear im-
provements over the years. If we continue to develop technical solu-
tions to tackle the various challenges, while honestly acknowledging
their limitations, and focusing on what truly matters while pushing
back against the institutions trying to whitewash their projects, we will
be able to protect the privacy of the data subjects.

8.4 Concluding remarks
Much work has been done in the field of federated learning. This has
resulted in many technical solutions for pressing problems. Within
this thesis we have presented a number of novel solutions to further
expand the toolbox available when working with vertically partitioned
data. We hope that these solutions will see use in many future projects
and will be further improved by those who follow us.

Additionally, we hope that our critique and advice regarding the ethics
and culture of privacy research is taken to heart. Working with siloed
data is becoming ever more important; making sure this is done in a
proper manner, with care for the data subjects, is of the utmost impor-
tance.

We are hopeful for the future and look forward to see what will be
achieved using the solutions created with federated learning.
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Scientific and Societal Impact

First and foremost the results of this thesis have been several scien-
tific articles. In addition to these articles the results of this thesis have
been shared in the following ways. Each technical solution that was
developed has been published in an open source repository. This has
resulted in the following output:

• Privacy preserving n-party protocol library, written in java. This
library can be used as a building block in the development of
any future algorithms.
https://github.com/MaastrichtU-CDS/
n-scalar-product-protocol

• VertiBayes implementation in java as well as a python wrap-
per for deployment using the Vantage6 framework. The Java
implementation can be run independently, or used as a library
for further development. The Vantage6 wrapper allows it to be
used within Vantage6, this allows a user to take advantage of the
framework with respect to aspects such as user management re-
moving the need to implement this directly into VertiBayes.

– Java implementation: https://github.com/
MaastrichtU-CDS/vertibayes

– Vantage6 wrapper: https://github.com/
MaastrichtU-CDS/vertibayes_vantage6

• Federated Bayesian Network Ensemble implementation in
java as well as a python wrapper for deployment using the
Vantage6 framework. Again the java implementation can be run
independently or used as a library for further development.
https://github.com/MaastrichtU-CDS/
bayesianEnsemble
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• Verticox+ implemented in a mix of python and java, as well as a
python wrapper for deployment using the Vantage6 framework:
https://github.com/CARRIER-project/verticox

Additionally, the work done for this thesis has resulted in numerous
improvements to the Vantage6 framework. These improvements in-
clude both new functionalities as well as general improvements to se-
curity and performance.

In addition to distributing the software several workshops and guest
lectures have been held on the topics of Vantage6 and federated learn-
ing. These had the twin-purpose of educating people on the topics, as
well as to evangelize the Vantage6 framework.

We developed a demo application based on the n-party protocol for
HealthRI 2022 in Utrecht, the Netherlands. This demo application was
designed to give individuals without a technical background, such as
policy makers, a basic understanding of federated learning in a verti-
cal setting. The focus of the demonstration was on letting participants
play themselves with a simple example to naturally help develop un-
derstanding of the topic.

At MIE 2023 in Gothenburg, Sweden, a workshop was given on the
topic of Federated learning. For this workshop we presented the chal-
lenges we encountered within the CARRIER project up to this point, as
well as our technical solutions. This was followed by a panel discus-
sion on federated learning with a mix of experts where we provided
the technical expertise. In addition to this workshop the aforemen-
tioned HealthRI demo was available for the entire conference for at-
tendants.

A guest lecture was given as part of the MegaData: Federated Machine
Learning summer school 2023 for Tartu University, Estonia. Subse-
quent editions of the summer school have started to include Vantage6
more broadly into their curriculum, this highlights the appeal of Van-
tage6.
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Another guest lecture was given for the Privacy Engineering Track for
the IT Law Master program at Istanbul Bilgi University, Turkey. This
lecture aimed to familiarize lawyers with the basic concepts of feder-
ated learning.

During the MAASTRO science day 2024, in Maastricht, the
Netherlands, a presentation on the CARRIER project was given to an
audience of medical researchers and policy makers. This presentation
focused on illustrating the practical problems a federated learning
project encounters. The take away message of this presentation is that
the biggest obstacles are not technical problems, but are bureaucratic
and political in nature.

Additionally, during the werkorientatiedag 2024 for the Bachelor
course Gezondheidswetenschappen at Maastricht University a
presentation and workshop on federated learning and datasharing
was given to students. The goal of the werkorientatiedag is to help
students decide on their future specialization; our presentation
represented one possible direction they can take their education &
future career in.

The ultimate goal of the CARRIER project is to provide early detection,
followed by personalized intervention, of patient with cardiovascular
problems. Within this project it was our responsibility to make it tech-
nically feasible to train a model in a privacy preserving manner on
vertically partitioned data. While the necessary tools have been de-
veloped, no model has been trained yet. This has been due to various
delays which are bureaucratic, legal, and organizational in nature.

Based on these experiences several lessons have been learned for fu-
ture projects, which will be formalized in a project report that can be
disseminated within Statistics Netherlands, as well as more broadly
with other governmental agencies. This report, exploring the potential
of federated learning for data sharing within Statistics Netherlands,
was one of the goals of the CARRIER project. As data sharing is one
of the core tasks of Statistics Netherlands, the lessons learned will be
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very valuable and will contribute towards unlocking the information
stored within their datasets for a broader public.

In addition to this report we wished to train a model in a federated
way. This model was to be used for the early detection of cardiovas-
cular disease. While this will no longer be part of this thesis we still
intend to execute the federated analysis. The results of this analysis
will lead to further publications. In addition this will result in a model
which will be implemented within the broader CARRIER project. A
successful CARRIER project will ultimately contribute to a healthier
population, as cardiovascular disease will be detected and treated at
an earlier stage.
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Summary/Samenvatting

1 English

Federated learning is a field of machine learning in which models are
built in a decentralized manner without the need to directly share data.
This approach allows researchers to work with data that would nor-
mally be difficult to access due to legal, ethical, and practical con-
cerns.

Historically federated learning has largely been focused on horizontal
scenarios; scenarios where the different parties collect the same data
about different individuals. Vertical scenarios; scenarios where differ-
ent parties collect different types of data belonging to the same individ-
uals, has not received as much attention. In this thesis we presented
several algorithms that can be applied in vertical scenarios. It should
be noted that each of these algorithms also generalizes to the horizon-
tal or a hybrid setting.

In chapter 2 we introduce the privacy preserving scalar product pro-
tocol. This protocol can be used to answer basic queries about the
dataset, such as how many individuals fulfil a specific requirement, in
a privacy preserving manner even when data is split over multiple par-
ties. We then show how this protocol can be generalized to scenarios
with more than two parties. This protocol serves as a secure building
block for the more complex analysis we introduce in later chapters.

In chapter 3 we use the protocol introduced in chapter 2, alongside
synthetic data, to train a Bayesian network in a vertically partitioned
scenario. This gives us access to a popular and powerful model in a
vertically split federated setting with an arbitrary number of parties.
The model’s popularity stems from its high level of explainability, and
is easy to understand without needing a technical background. As
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such it is of great value in a medical setting, where explainability, and
ease of understanding, are very important.

In chapter 4 we explore the topic of ensemble learning within the
context of federated learning using a literature review. Ensembles are
a natural fit for the split environment federated scenarios present.
They naturally provide a level of privacy preservation, avoid the
complex technical solutions required by alternative federated learning
techniques, and can potentially make use of the natural differences
between the datasets of different parties. During our review we
discover that ensemble learning is currently underutilized within the
context of federated learning.

In chapter 5 we devise our own ensemble learning algorithm, incor-
porating the VertiBayes algorithm introduced in chapter 3. Our ex-
periments show that this is indeed a viable alternative with signifi-
cant advantages in the right circumstances. The reduction in compu-
tational complexity and communication overhead results in a consid-
erably shorter training time when compared to VertiBayes. It retains a
similar performance, and may even outperform VertiBayes. Addition-
ally, it is easier to use when classifying new individuals in a federated
setting. Lastly, it provides some additional privacy guarantees. How-
ever, the ensemble model is more difficult to interpret.

In chapter 6 we move on to the Verticox+ algorithm, an extension of the
original Verticox algorithm which can train a Cox proportional hazard
model in a vertically partitioned setting. Our extension improves the
privacy guarantees of the original algorithm by removing the origi-
nal’s assumption that the event-attribute is be known at every party.
This assumption is unrealistic to hold in a realistic scenario, remov-
ing this assumption removes a very large limitation. Our improved
version retains the same performance, and while it theoretically in-
troduces an increased time complexity, the practical consequences are
limited due to the bottleneck being elsewhere.

Finally in chapter 7 we discuss how privacy is currently viewed within
the scientific community and how these views are shaped by various
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institutes. We note how big organizations, both private for profit orga-
nizations, as well as public nonprofits, heavily influence how privacy
is viewed. By funding the research in the field, as well as via lobby-
ing efforts, they shape the discussion on privacy. While this does not
have to be malicious in nature, it brings with it several issues. For
example, these institutes often prefer to focus on researching new pri-
vacy preserving methods to enable their projects, but do not wish to
discuss the ethical and philosophical implications of the data sharing
projects themselves. This contrasts with the wishes of the individual
data-subjects who often have very different priorities. Consequently
much of the current research is arguably focused on the wrong things.
We conclude that a greater focus on the needs, and wishes of the data
subjects is needed. This requires a cultural shift among researchers, for
example to move the focus away from technical solutions. Additional
it may also require changes in the legal frameworks.

2 Nederlands

Federated learning is een veld binnen kunstmatige intelligentie waarin
modellen op een gedecentraliseerde manier worden gebouwd zonder
data direct hoeft te worden gedeeld. Deze aanpak maakt het mo-
gelijk voor onderzoekers om te werken met data die normaal gespro-
ken moeilijk te gebruiken is vanwege legale, ethische, en praktische
beperkingen.

Historisch gezien is federated learning gefocust op horizontale sce-
nario’s; scenario’s waarin verschillende partijen dezelfde data verza-
melen over verschillende individuen. Verticale scenario’s; scenario’s
waarin verschillende partijen verschillende soorten data verzamelen
met betrekking tot dezelfde individuen, hebben tot nu toe minder aan-
dacht gekregen. In deze thesis presenteren we verscheidene algoritmes
die kunnen worden toegepast in verticale scenario’s. Deze algoritmes
zijn dusdanig flexibel dat zij ook kunnen worden gebruikt in een hori-
zontale of hybride setting.

203



Summary/Samenvatting

In hoofdstuk 2 introduceren we het privacy beschermende inwendig
product protocol (privacy preserving scalar product protocol). Dit pro-
tocol kan worden gebruikt om simpele vragen, zoals hoeveel indi-
viduen in de dataset vervullen bepaalde criteria, over een dataset te
beantwoorden op een manier die de privacy waarborgt, ook wanneer
de data is gesplitst over meerdere partijen. We laten dan zien hoe
dit protocol kan worden gegeneraliseerd naar een scenario met een
willekeurig aantal partijen. Dit protocol dient als als basis voor de
meer complexe analyses die wij later introduceren.

In hoofdstuk 3 gebruiken we het protocol uit hoofdstuk 2, samen met
synthetische data, om een Bayesian netwerk te trainen in een verticaal
gepartioneerd scenario met een willekeurig aantal partijen. Dit geeft
ons toegang tot dit populaire en krachtige model type in een verticaale
gepartitioneerde setting. Dit model is populair dankzij de hoge mate
van uitlegbaarheid omdat het gemakkelijk het te begrijpen is zonder
een technische achtergrond nodig te hebben. Als zodanig is het een
zeer nuttig model in een medische setting, waar uitlegbaarheid, en be-
grijpbaarheid, van groot belang zijn.

In hoofdstuk 4 duiken we in het gebruik van ensemble learning bin-
nen de context van federated learning aan de hand van een literatuur
review. Ensembles zijn van nature zeer geschikt om met de gesplit-
ste data in gefedereerde scenario’s te werken. Zij beschermen inher-
ent de privacy tot op zekere hoogte, ze vermijden de technische en in-
gewikkelde oplossingen die andere federated technieken vereisen, en
ze kunnen mogelijk gebruik maken van de verschillen in de datasets
van de verschillende partijen. Uit onze review blijkt dat de sterke pun-
ten van ensemble learning momenteel niet volledig worden benut in
de context van federated learning.

In hoofdstuk 5 ontwikkelen we ons eigen ensemble learning
algoritme. We gebruiken hiervoor het VertiBayes algoritme uit
hoofdstuk 3. Onze experimenten laten zien dat dit inderdaad
een geschikt alternatief is met significante voordelen in de juiste
omstandigheden. Dankzij de lagere complexiteit en communicatie
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overhead is het ensemble model significant sneller te trainen. Het
behoudt een vergelijkbare nauwkeurigheid, en kan zelfs betere
resultaten geven dan VertiBayes. Daarnaast is het makkelijker te
gebruiken wanneer men ook de classificatie van nieuwe individuen
op een federatieve manier wil uitvoeren. Daarbovenop geeft het ook
licht betere privacy garanties. In vergelijking tot VertiBayes resulteert
het wel in een minder interpreteerbaar model.

In hoofdstuk 6 introduceren we het Verticox+ algoritme, een
uitbreiding van het originele Verticox algoritme waarmee een Cox
proportional hazard model in een verticale setting kan worden
getraind. Onze uitbreiding verbetert de privacy garanties van het
originele algoritme omdat onze implementatie de aanname van
het origineel - dat het event-attribuut bij elke partij bekent is - niet
meer nodig heeft. Deze aanname is onrealistisch in de praktijk.
Het verwijderen van deze aanname maakt Verticox+ veel breder
toepasbaar dan zijn voorganger. Onze verbeterde versie behoudt
dezelfde nauwkeurigheid, en hoewel in theorie de tijdscomplexiteit
van het algoritme slechter is, zijn de consequenties in de praktijk
beperkt omdat het knelpunt elders zit.

Uiteindelijk bespreken we in hoofdstuk 7 hoe privacy momenteel
wordt gezien in de wetenschappelijke gemeenschap, en hoe
verschillende instituties de discussie over privacy beı̈nvloeden. Grote
organisaties, zowel privéprivate, op winst gerichte organisaties,
als publieke non-profits, beı̈nvloeden sterk hoe privacy wordt
gezien. Door onderzoek over het onderwerp te financieren, en
daarnaast mogelijk door het uitvoeren van lobbyactiviteiten, vormen
zij hoe privacy wordt besproken en onderzocht. Hoewel dit geen
kwaadwillende insteek hoeft te hebben, brengt dit toch een aantal
problemen met zich mee. Het is bijvoorbeeld zo dat deze instituten
zich vaak focussen op het ontwikkelen van nieuwe technieken
om privacy te beschermen zodat zij hun projecten daadwerkelijk
kunnen uitvoeren. Maar zij zullen minder geneigd zijn om de
ethische en filosofische implicaties van deze projecten te bespreken.
De individuen wiens data daadwerkelijk wordt gebruikt hebben
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daarentegen vaak erg andere prioriteiten. Als gevolg hiervan is
veel van het huidige onderzoek gefocust op de verkeerde dingen.
We concluderen dat een grotere focus op de wensen en prioriteiten
van individuen nodig is. Dit vereist een verandering binnen de
onderzoekscultuur, bijvoorbeeld om de focus te verleggen van
puur technische oplossingen naar de meer ethische en filosofische
vraagstukken. Daarnaast zal het mogelijk veranderingen in de legale
raamwerken vereisen.
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Appendices

1 Full 3-party naive calculation Privacy Preserving
N-party scalar product protocol

The full calculation can be expanded as follows:

φ(Â · Ĉ ·B)+rb−v2−φ(Ra · B̂ · Ĉ)+ra

− φ(Rc · Â · B̂)+rc+v2

=

φ((A+Ra) · (C+Rc) ·B)− φ((B+Rb) · (C+Rc) ·Ra)

− φ((A+Ra) · (B+Rb) ·Rc) + ra + rb + rc

=

φ(A ·B ·C+A ·B ·Rc+B ·C ·Ra+B ·Ra ·Rc)

− φ(B ·C ·Ra+B ·Ra ·Rc+C ·Ra ·Rb+Ra ·Rb ·Rc)

− φ(A ·B ·Rc+A ·Rb ·Rc+B ·Ra ·Rc+Ra ·Rb ·Rc)

+ ra+rb+rc

=

φ(A ·B ·C)+φ(A ·B ·Rc)+φ(B ·C ·Ra)+φ(B ·Ra ·Rc)

− φ(B ·C ·Ra)−φ(B ·Ra ·Rc)−φ(C ·Ra ·Rb)

− φ(Ra ·Rb ·Rc)−φ(A ·B ·Rc)−φ(A ·Rb ·Rc)

− φ(B ·Ra ·Rc)−φ(Ra ·Rb ·Rc)+ra+rb+rc

=

φ(A ·B ·C)−φ(C ·Ra ·Rb)−φ(A ·Rb ·Rc)

− φ(B ·Ra ·Rc)− φ(Ra ·Rb ·Rc) + ra + rb + rc

215



Appendices

2 Full 3-party example Privacy Preserving N-party
scalar product protocol

Practical example of the n-party scalar protocol: 3 parties Alice, Bob,

& Claire with the following data. Data A:

100010
001

 Data B:

000010
001

 Data

C:

100000
001


This means we are dealing with an n-party protocol where n = 3. The
target value would be: φ(A ·B ·C) = 1

Using the n-scalar protocol the calculation will look as follows: First
the trusted third party Merlin generates the following three random
matrices:

Ra :

172 0 0
0 243 0
0 0 136

Rb :

274 0 0
0 356 0
0 0 180

Rc :

341 0 0
0 357 0
0 0 69


Merlin then calculates: φ(Ra ·Rb ·Rc) = 48643124 Merlin then splits
φ(Ra ·Rb ·Rc) into three secret shares: ra = 8015322, rb = 10543269,
& rc = 30084533.

Alice then calculates Â = A+Ra =

173 0 0
0 244 0
0 0 137

 and shares the result

with the others. Bob then calculates B̂ = B+Rb =

274 0 0
0 357 0
0 0 181

 and

shares the result with the others. Claire then calculates Ĉ = C+Rc =342 0 0
0 357 0
0 0 70

 and shares the result with the others. Alice generates a
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random value v2 = 3, after which Alice calculates:

u1

=

B̂ · Ĉ ·A+(n−1) · ra−v2
=

φ(

274 0 0
0 357 0
0 0 181

 ·
342 0 0

0 357 0
0 0 70

 ·
100010
001

)+(3−1) · 8015322−3

=

233827+16030644−3
=

16264468

Bob then calculates

u2

=

u1−φ(Â · Ĉ ·Rb)+(n−1)rb
=

u1−φ(

173 0 0
0 244 0
0 0 137

 ·
342 0 0

0 357 0
0 0 70

 ·
274 0 0

0 356 0
0 0 180

 ·)
+ (3−1) · 10543269

=

16264468−48948132+21086538

=

−11597126
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Claire then calculates

u3

=

u2−φ(Â · B̂ ·Rc)+(n−1)rc
=

u2−φ(

173 0 0
0 244 0
0 0 137

 ·
274 0 0

0 357 0
0 0 181

 ·
341 0 0

0 357 0
0 0 69

)
+(3−1) · 30084533

=

−11597126−48972631+60169066

=

−400691

At this point u3 is equal to the following:

u3 = φ(A ·B ·C)−φ(A ·Rb ·Rc)−φ(B ·Ra ·Rc)

− φ(C ·Ra ·Rb)−v2

The leftover terms in φ(A ·Rb ·Rc)−φ(B ·Ra ·Rc)
− φ(C ·Ra ·Rb) need to be solved separately using their own 2-party
scalar product protocol. Once these have been solved separately Claire
calculates the following. For the sake of readability we introduce a
helper variable h here.
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h

=

u3+φ(A ·Rb ·Rc)+φ(B ·Ra ·Rc)+φ(C ·Ra ·Rb)

=

u3+φ(

100010
001

 ·
274 0 0

0 356 0
0 0 180

 ·
341 0 0

0 357 0
0 0 69

)+φ(

000010
001


·

172 0 0
0 243 0
0 0 136

 ·
341 0 0

0 357 0
0 0 69

)
+ φ(

100000
001

 ·
172 0 0

0 243 0
0 0 136

 ·
274 0 0

0 356 0
0 0 180

)
=

−400691+232946+96135+71608

=

−2

Alice then calculates h+v2 = −2+3 = 1 which is our final result and
corresponds to our expected result.

3 GIT repository Privacy Preserving N-party scalar
product protocol

An implementation of the n-party protocol in both java and in python
can be found in the following git repo: https://github.com/
MaastrichtU-CDS/n-scalar-product-protocol
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Table 1: Experimental results vertically split 3-party scenarios where at-
tributes were randomly split across parties. ’*’ Indicates the best performing
model, ’†’ indicates the second best performing model.

AUC
Name Missing Data Level FBNE Party 1 Party 2 Party 3 Central VertiBayes
Alarm

population size: 10000
0 0,884* 0,790 0,669 0,561 0,790† 0,790†

Asia
population size: 10000

0 0,997* 0,824 0,873 0,902 0,996† 0,986
0.05 0,739† 0,657 0,651 0,664 0,736 0,750*
0.1 0,622† 0,607 0,519 0,583 0,621 0,704*
0.3 0,418† 0,380 0,394 0,407 0,417 0,569*

Autism
population size: 704

0 0,934† 0,784 0,787 0,740 0,832 0,977*
0.05 0,797* 0,742 0,664 0,434 0,732 0,780†
0.1 0,734* 0,686 0,605 0,447 0,694 0,730†
0.3 0,497† 0,492 0,388 0,369 0,489 0,627*

Diabetes
population size: 768

0 0,801* 0,659 0,647 0,675 0,789† 0,783
0.05 0,753* 0,654 0,630 0,598 0,728 0,740†
0.1 0,695† 0,613 0,614 0,560 0,678 0,804*
0.3 0,445† 0,407 0,383 0,382 0,438 0,552*

Mushroom
population size: 8124

0 0,989* 0,818 0,987 0,589 0,988† 0,987

4 Experimental results FBNE
The remaining results of the experiments ran for FBNE are contained
in the following pages.
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Table 2: Experimental results vertically split 3-party scenarios where at-
tributes were manually split across parties. ’*’ Indicates the best performing
model, ’†’ indicates the second best performing model.

AUC
Name Missing Data Level FBNE Party 1 Party 2 Party 3 Central VertiBayes

Autism
population size: 704

0 0,920* 0,843 0,730 0,811 0,830† 0,829
0.05 0,797* 0,742 0,664 0,434 0,732 0,780†
0.1 0,734* 0,686 0,605 0,447 0,694 0,730†
0.3 0,497† 0,492 0,388 0,369 0,489 0,627*

Mushroom
population size: 8124

0 0,991* 0,881 0,986 0,680 0,988† 0,986

Table 3: Experimental results hybrid split 3-party scenarios where hybrid split
attributes can fully incorporated into the local models. ’*’ Indicates the best
performing model, ’†’ indicates the second best performing model.

AUC
Name Missing Data Level FBNE Party 1 Party 2 Party 3 Central VertiBayes

Asia
population size: 10000

0 0,996† 0,885 0,929 0,929 0,995† 0,999*
0.05 0,743 0,709 0,717 0,722 0,745† 0,766*
0.1 0,623† 0,612 0,554 0,555 0,619 0,669*
0.3 0,419† 0,401 0,410 0,412 0,419† 0,567*

Autism
population size: 704

0 0,903* 0,807 0,817 0,822 0,849† 0,847
0.05 0,793* 0,724 0,710 0,715 0,753 0,777†
0.1 0,740† 0,671 0,667 0,671 0,682 0,749*
0.3 0,527† 0,481 0,493 0,493 0,503 0,747*

Diabetes
population size: 768

0 0,811* 0,731 0,695 0,700 0,779† 0,776
0.05 0,692† 0,604 0,608 0,607 0,673 0,734*
0.1 0,755* 0,670 0,670 0,673 0,726 0,752†
0.3 0,456† 0,416 0,403 0,404 0,439 0,697*

Iris
population size: 150

0 0,939* 0,889† 0,879 0,886 0,883 0,771
0.05 0,892* 0,783 0,835 0,830 0,876† 0,736
0.1 0,788* 0,702 0,719 0,724† 0,713 0,704
0.3 0,653† 0,588 0,595 0,599 0,662* 0,611
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Table 4: Experimental results horizontally split 3-party scenarios where
records are randomly split across parties. ’*’ Indicates the best performing
model, ’†’ indicates the second best performing model.

AUC
Name Missing Data Level FBNE Party 1 Party 2 Party 3 Central VertiBayes

Asia
population size: 10000

0 0,995* 0,995* 0,995* 0,995* 0,995* 0,987
0.05 0,741† 0,741† 0,741† 0,741† 0,730 0,763*
0.1 0,623† 0,623† 0,623† 0,623† 0,618 0,674*
0.3 0,418† 0,418† 0,418† 0,418† 0,417 0,568*

Autism
population size: 704

0 0,889* 0,836 0,836 0,836 0,838† 0,829
0.05 0,794* 0,736 0,736 0,736 0,754 0,780†
0.1 0,724† 0,687 0,687 0,687 0,688 0,749*
0.3 0,544† 0,493 0,494 0,493 0,494 0,625*

Diabetes
population size: 768

0 0,775 0,780† 0,780† 0,780† 0,786* 0,778
0.05 0,730† 0,727 0,727 0,727 0,720 0,753*
0.1 0,674† 0,673 0,673 0,673 0,667 0,733*
0.3 0,448† 0,439 0,437 0,438 0,439 0,648*

Iris
population size: 150

0 0,960* 0,896 0,897† 0,890 0,890 0,761
0.05 0,875 0,876 0,877† 0,875 0,879* 0,768
0.1 0,826* 0,703 0,703 0,703 0,709 0,676
0.3 0,632 0,666* 0,666* 0,666* 0,664† 0,626
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Table 5: Experimental results horizontally split 2-party scenarios where
records are randomly split across parties. Varies levels of bias were intro-
duced in this experiment where the level of bias corresponds to the probabil-
ity of an individual with first class label to be assigned to party 1. ’*’ Indicates
the best performing model, ’†’ indicates the second best performing model.

AUC
Name Bias Level Missing Data Level Ensemble Party 1 Part 2 Central VertiBayes

Asia
population size: 10000

0.75

0 0,995† 0,995† 0,995† 0,996* 0,987
0.05 0,743† 0,741 0,741 0,742 0,765*
0.1 0,624† 0,623 0,623 0,624† 0,670*
0.3 0,419† 0,419† 0,418 0,417 0,568*

0.85

0 0,996* 0,995† 0,995† 0,996* 0,986
0.05 0,741† 0,741† 0,741† 0,737 0,763*
0.1 0,622 0,623 0,623 0,628† 0,671*
0.3 0,419 0,419 0,419 0,420† 0,568*

0.95

0 0,995† 0,995† 0,995† 0,996* 0,986
0.05 0,741 0,741 0,741 0,742† 0,764*
0.1 0,624 0,623 0,623 0,627† 0,669*
0.3 0,420† 0,419 0,419 0,418 0,567*

Autism
population size: 704

0.75

0 0,876* 0,500 0,780 0,845† 0,835
0.05 0,786* 0,488 0,487 0,748 0,780†
0.1 0,708† 0,501 0,487 0,698 0,749*
0.3 0,535† 0,380 0,456 0,500 0,627*

0.85

0 0,880* 0,500 0,770 0,848† 0,835
0.05 0,779* 0,464 0,464 0,731† 0,779*
0.1 0,722† 0,445 0,450 0,688 0,746*
0.3 0,527† 0,427 0,454 0,493 0,630*

0.95

0 0,898* 0,534 0,500 0,830 0,834†
0.05 0,779* 0,464 0,512 0,736† 0,779*
0.1 0,724† 0,443 0,528 0,675 0,747*
0.3 0,512† 0,430 0,450 0,499 0,629*

Diabetes
population size: 768

0.75

0 0,778 0,500 0,500 0,787* 0,780†
0.05 0,737† 0,480 0,480 0,731 0,753*
0.1 0,676† 0,447 0,447 0,674 0,736*
0.3 0,430 0,405 0,359 0,445† 0,645*

0.85

0 0,781* 0,500 0,500 0,776† 0,781*
0.05 0,730† 0,480 0,480 0,730† 0,754*
0.1 0,675† 0,447 0,447 0,678 0,736*
0.3 0,412 0,349 0,406 0,444† 0,645*

0.95

0 0,772 0,500 0,500 0,786* 0,780†
0.05 0,581 0,480 0,499 0,732† 0,754*
0.1 0,530 0,447 0,459 0,672† 0,737*
0.3 0,354 0,370 0,346 0,442† 0,646*

Iris
population size: 150

0.75

0 0,942* 0,876 0,735 0,890† 0,767
0.05 0,870† 0,727 0,782 0,875* 0,760
0.1 0,802* 0,588 0,703 0,718† 0,669
0.3 0,608 0,544 0,611 0,676* 0,607

0.85

0 0,950* 0,782 0,692 0,896† 0,779
0.05 0,870† 0,625 0,793 0,879* 0,766
0.1 0,746* 0,604 0,712 0,710 0,678
0.3 0,636† 0,478 0,571 0,669* 0,600

0.95

0 0,915* 0,560 0,653 0,895† 0,780
0.05 0,800† 0,497 0,688 0,873* 0,771
0.1 0,752* 0,504 0,641 0,710† 0,667
0.3 0,633† 0,469 0,480 0,673* 0,608
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Table 6: Experimental results horizontally split 3-party scenarios where
records are randomly split across parties. Varies levels of bias were intro-
duced in this experiment where the level of bias corresponds to the probabil-
ity of an individual with first class label to be assigned to party 1. ’*’ Indicates
the best performing model, ’†’ indicates the second best performing model.

AUC
Name Bias Level Missing Data Level Ensemble Party 1 Party 2 Party 3 Central VertiBayes

Asia
population size: 10000

0.75

0 0,996* 0,995† 0,995† 0,995† 0,995† 0,988
0.05 0,740 0,741 0,741 0,741 0,745† 0,766*
0.1 0,622 0,623 0,623 0,623 0,624† 0,668*
0.3 0,419† 0,418 0,418 0,418 0,418 0,569*

0.85

0 0,996* 0,995† 0,995† 0,995† 0,996* 0,986
0.05 0,741† 0,741† 0,741† 0,741† 0,740 0,769*
0.1 0,625 0,623 0,623 0,623 0,628† 0,671*
0.3 0,419† 0,418 0,418 0,418 0,417 0,568*

0.95

0 0,995† 0,995† 0,995† 0,995† 0,996* 0,987
0.05 0,743 0,741 0,741 0,741 0,745† 0,762*
0.1 0,622 0,623 0,623 0,623 0,623† 0,671*
0.3 0,419† 0,418 0,418 0,418 0,416 0,569*

Autism
population size: 704

0.75

0 0,911* 0,836 0,836 0,836 0,843† 0,833
0.05 0,797* 0,736 0,736 0,736 0,732 0,776†
0.1 0,728† 0,687 0,687 0,687 0,700 0,746*
0.3 0,541† 0,493 0,494 0,494 0,491 0,627*

0.85

0 0,905* 0,836 0,836 0,836 0,832 0,842†
0.05 0,810* 0,736 0,736 0,736 0,732 0,785†
0.1 0,739† 0,687 0,688 0,687 0,687 0,744*
0.3 0,541† 0,493 0,494 0,494 0,492 0,623*

0.95

0 0,899* 0,836 0,836 0,836 0,844† 0,835
0.05 0,785* 0,736 0,736 0,736 0,745 0,780†
0.1 0,720† 0,687 0,687 0,687 0,677 0,745*
0.3 0,490 0,494 0,494 0,494 0,495† 0,630*

Diabetes
population size: 768

0.75

0 0,788* 0,780 0,780 0,780 0,779 0,786†
0.05 0,760† 0,727 0,727 0,727 0,727 0,761*
0.1 0,690† 0,673 0,672 0,672 0,680 0,743*
0.3 0,430 0,437 0,438† 0,438† 0,434 0,653*

0.85

0 0,785* 0,780† 0,780† 0,780† 0,776 0,777
0.05 0,745† 0,727 0,727 0,727 0,726 0,747*
0.1 0,674 0,673 0,673 0,673 0,676† 0,737*
0.3 0,394 0,437 0,438 0,439† 0,438 0,648*

0.95

0 0,752 0,780† 0,780† 0,780† 0,782* 0,780†
0.05 0,631 0,727 0,727 0,727 0,723† 0,755*
0.1 0,564 0,672 0,673 0,673† 0,668 0,740*
0.3 0,353 0,438 0,438 0,438 0,443† 0,649*
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